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H I G H L I G H T S  

• Site selection for floating PV systems is performed. 
• Fuzzy sets and Geographic Information Systems are utilized. 
• A novel hybrid decision-making model is proposed. 
• Logarithmic additive assessment of the weight coefficients (LAAW) is used. 
• Manavgat (Antalya) and Göksun (Karaman) sites are found to be the best two alternatives.  
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A B S T R A C T   

This study presents a quantitative methodology for Floating Photovoltaic (FPV) power plant site selection in 
Turkey using Geographical Information Systems (GIS) and fuzzy sets, which is one of the Multi-Criteria Decision 
Making (MCDM) methods. In this study, we propose a new hybrid framework which combines fuzzy rough 
number (FRN) based decision making model including LAAW (Logarithmic Additive Assessment of the Weight 
coefficients) and RAFSI (Ranking of Alternatives through Functional mapping of criterion subintervals into a 
Single Interval). The fuzzy rough number is applied for handling the uncertainty and inaccuracy of experts’ 
opinions in the evaluation process. Firstly, FRN based LAAW method is used to determine the weighting co
efficients of the criteria. Secondly, FRN based RAFSI method is used to rank the alternatives. The proposed 
decision making model is applied to determine feasible site for Floating Photovoltaic (FPV) system in Southern 
part of Turkey. Out of the five alternative sites, Manavgat - Antalya is concluded to be the most suitable site, and 
the second-best alternative is Göksun - Karaman. The results show the rationality and applicability of the pro
posed model.   

1. Introduction 

As the focus on the reduction of CO2 increases, researchers are 
seeking ways to design more environmentally friendly buildings 
together with green monitoring solutions [1], Wu et al. [2,1]. Over the 
last few years, floating solar power plants have been attracting attention 
worldwide. They may be located inland on lakes or dam reservoirs, 
nearshore or offshore with no land requirement. Floating PVs have over 
11% higher efficiency compared to conventional land-based PVs due to 

the increased cooling effect of water. They can simultaneously reduce 
the water evaporation up to 70% [3]. The other advantages of FPVs 
include improvement of water quality with reduced algae growth, less 
prominent dust effect and maintenance cost, land saving and simple 
construction with no foundation work. When used on dam reservoirs, 
the cost even decreases further by shared substation and transmission. 

Floating solar power plants is a new concept and trend in the world 
and despite some recent projects in Europe and China, it is an evolving 
technology and yet there exists some challenges like uncertainty about 
environmental impacts, the complexity of designing, building and 
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operating on water especially for the mooring/anchoring issues and 
electrical safety. Turkey has high solar potential and government pol
icies highly supporting the use of renewable energy resources [4]. This 
technology is quite new to Turkey and except a lab scale test in Turkey, it 
has not been developed yet. 

Renewable energy systems are site specific and site selection is one of 
the first step prior to design and/or develop those systems for a specific 
region. To the best of the authors’ knowledge, no specific MCDM study 
(combined with GIS) exists at present to determine suitable sites for 
FPVs in Turkey. The aim of the present paper is therefore to fill this gap 
by employing the proposed fuzzy model for site selection of FPV in 
Southern part of Turkey. This study may therefore be considered as a 
benchmark. Proposed method enables the selection of the suitable sites 
for FPV. 

The aim of this research is to evaluate the site selection criteria for 
Southern part of Turkey and determine the suitable sites for Floating 
Photovoltaic (FPV) power plant using Geographical Information Sys
tems (GIS) and Multi-Criteria Decision Making (MCDM) method. The 
novelty of this study is to carry out a comprehensive study for Southern 
part of Turkey considering i) necessary criteria for site selection, ii) 
relative weights of fuzzy sets based on a questionnaire collected from 
both Turkish and international experts, iii) application of the proposed 
MCDM method. 

This study divided into three main stages. The first stage includes a 
literature review on the site selection process. By doing that the neces
sary criteria are determined for potential sites. The needed GIS data are 
collected for Southern part of Turkey. Classification and evaluation of 
the criteria are performed in the second stage. GIS data is used to 
determine the alternatives. The third and last step of the study is that the 
criteria that are the subject of the proposed hybrid MCDM model 
including fuzzy rough numbers based LAAW and RAFSI are evaluated by 
the participants and scored in order of importance, and finally, the most 
suitable area is determined for a FPV power plants as a result of these 
evaluations. 

The main contributions of this paper are summarized in the 
following.  

• In this paper, a new approach for defining fuzzy rough numbers is 
proposed, which is based on an improved methodology for defining 
lower and upper limit of rough numbers. The concept of fuzzy rough 

numbers based on the Bonferroni functions used to define the lower 
and upper limit of rough numbers is proposed.  

• The new concept for defining the limit values of fuzzy rough numbers 
allows us to consider the relationships between the elements of the 
fuzzy set. 

• The application of the proposed methodology enables flexible rep
resentation of rough boundary interval and definition of the degree 
of risk depending on the dynamic environmental conditions.  

• A flexible nonlinear function for the fusion of criteria weights has 
been proposed in the multi-criteria methodology. The proposed 
function allows simulation of different levels of significance of 
criteria weights and analysis of their impact on the final prioritiza
tion of alternatives.  

• The relationships between evaluation criteria are tackled in a more 
realistic manner through the fuzzy rough LMAAW RAFSI 
methodology.  

• Imprecisions and uncertainties arising from expert evaluations can 
be eliminated with the fuzzy & rough-driven LMAAW RAFSI meth
odology. The proposed integrated approach not only allows decision- 
makers to more easily understand the relationships between criteria 
but also aids in better analysis of raw data when evaluating 
alternatives.  

• The proposed method was applied to find feasible site for FPV power 
plant in Turkey. 

This paper is organized as follows. Section 2 presents a brief back
ground on floating photovoltaic systems and MCDM studies. The prob
lem definition together with criteria and the alternatives are given in 
Section 3. Following this, Section 4 presents the proposed methodology 
illustrating how the proposed method can be applied to site selection of 
FPV systems. The experimental results are discussed in Section 5. 
Finally, a brief summary of the main results from this work are provided 
in Section 6 and suggestions are made for future study. 

2. Literature review 

According to the WorldBank Floating Solar Market Report [5], the 
available peak capacity and energy generation potential is very high 
especially in Middle East and Asia, Africa and North America. When the 
installed capacity of 1.3 GWp by the end of 2018 and the overall po
tential are considered, it is clearly observed that just a little portion of 
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the available potential has been materialised. 
The highest energy production from renewable resources is provided 

by hydropower plants in Turkey. However, there is a capacity to 
implement such plants and the large part of the capacity is already in use 
or under construction. Although the hydropower and solar capacity is 
not similar in terms of the power production type (solar has a lower 
capacity factor and variable power generation). For instance, only 3% of 
the Atatürk Dam Lake’s area is enough for FPV to match the peak ca
pacity of the hydropower plant. When the global capacity of the hy
dropower plants and FPV potentials are considered, only 25% coverage 
area of hydropower reservoirs is enough for FPV to provide more elec
tricity by the intermittent operation (6270 TWh in total) than the elec
tricity generated by hydropower alone (2510 TWh in total). The same 
coverage area leads to 6.3% reduction in evaporation from reservoirs 
which results in an increase of water supply as well as energy production 
from hydropower plant. Hence the FPVs can be considered comple
mentary to hydropower plants [6]. 

According to the EPDK Report, in 2021 the renewable energy 
generated in Turkey was 74.5% of the total. The breakdown of the 
generated energy is as follows: hydropower 25.6%, wind power 8.1%, 
geothermal 3.3% (biogas), and solar power 3.7%. 

The floating power plant is a recent technology with completed pilot 
studies in 2007 and the first floating photovoltaics plant was built in 
California in 2008 [7]. In 2018, The World Bank published a report 
about floating solar market and it is stated that the installed capacity of 
floating solar photovoltaic systems (FPV) is increased from 10 MW to 1.3 
GW (see Fig. 1) by growing more than 100-fold between the 2014 and 
2018 [8]. According to the report, the technology is especially seemed 
promising for the growing Asian economies. China, India and Southeast 
Asia have already large floating solar power plants being installed or 
planned. By the end of 2019, there is at least 2.4 GW installed capacity of 
floating solar PV and it is expected to grow by an average of 22% 
annually from 2019 through 2024. Although floating systems generate 1 
percent of the global solar installation in 2019, it is expected to double 
by 2022 [9]. 

According to the Float Solar Market Report published by The World 
Bank Group (2019), China installed a plant with 150 MW peak capacity, 
which has the largest capacity up to now, on the flooded coal mines in 
the same region with 40 MW and 77.7 MW projects. China started to 
turn the challenges of the flooded mines into its advantage by installing 
FPV on them. As indicated in the same report, China became the market 
leader by installation of these large FPV systems over the past two years, 
with a market share of 73% and installed capacity of 950MWp. Due to 
lack of land accessibility and the encouragement of the government 
about use of renewable energy, Japan had the second largest share in the 
market in 2019 with a share of 16% [8]. In addition to that, over 
populated countries like Bangladesh [10], India Mittal et al. [11] have 

important studies and investments on FPV systems due to inaccessibility 
of huge land for establishing solar PV. Especially the countries located at 
low latitudes with higher irradiation amount (see Fig. 2) benefits from 
solar energy. When the requirement of the land use to install the solar 
systems considered, floating solar photovoltaic systems can be seen as an 
appropriate solution. Although the levelized cost of energy of floating 
PV systems (44–248 €/MWh depending on the site) is higher than the 
land-based PV systems (35–40 €/MWh depending on the site), it is ex
pected that the cost of floating PV systems will decrease with the 
increasing number of the studies and attention to floating PV systems by 
industry players [12]. 

Turkey provided 42.5% of the required energy from renewable re
sources while the remaining 57.5% of the electricity was produced using 
fossil fuels in 2020. The share of the electricity production by solar 
energy is only 3.7% and it is very low comparing to the high solar energy 
potential of Turkey. The Republic of Turkey Ministry of Energy and 
Natural Resources stated that average annual sunshine duration is 
2766.5 h/year (7.58 h/day) and average annual radiation intensity is 
1527.1 kWh/m2/year (4.17 kWh/m2/day) according to solar energy 
potential map of Turkey.2 

Although Turkey has high solar potential and it is a rich country in 
terms of seas, lakes and reservoirs, FPV is a recent technology and there 
is no application apart from the pilot study carried out in Büyükçekmece 
Lake. This project constructed with 960 polycristaline panels each 
having 260 W, with a total power generation capacity of 249.6 KW [13]. 
It is planning to decrease the evaporation in a considerable amount and 
decrease the carbon dioxide emission by 210 tons per year with the 
implementation of this project. 

Turkey’s solar radiation and its energy potential have been evaluated 
by a number of researchers (Toğrul and Toğrul [14], Sözen et al. [15], 
Sözen et al. [16–18], Bulut and Büyükalaca [19], Şenkal [20,21], Kay
gusuz [22], Bakirci [23,24], Ozgoren et al. [25], Uyan [26]). Turkey’s 
solar resource map was published in 2019 by The World Bank (see 
Fig. 3). However, there is no specific study focusing on the site selection 
of FPV using ARCGIS and MCDM method for Turkey’s lakes and reser
voirs. Hence, in this paper, considering the high solar energy potential of 
Turkey’s lakes and reservoirs potential sites were determined in 
Southern part of Turkey using MCDM method. Relevant technical data 
such as sun potential were used in a GIS environment for all alternative 
sites. Then, MCDM method was applied to select the most feasible site 
for floating PV system. 

Although there is no specific study on site selection of FPV in Turkey, 
few studies around the World are summarized within the scope of the 
literature review. Different studies in different regions have been dis
cussed and presented in Table 1. 

Wu et al. [27] studied on developing a two-stage framework for site 
selection of the offshore hybrid wind-photovoltaic-seawater pumped 
storage based on a hybrid MCDM approach. At the first stage of proposed 
framework, veto criteria are defined to ensure that the natural resources 
of the evaluated site meet the minimum requirements of the units of the 
offshore hybrid wind-PV-SPS system. A second evaluation criteria for 
the second stage is established based on natural aspect, environmental 
aspect, economic aspect and social aspect to achieve the sustainable 
development of the project. The criteria values are determined by 
triangular intuitionistic fuzzy numbers (TIFNS) and the entropy weight 
method is used to evaluate the criteria weights to evaluate uncertainties 
of decision-making process. Then, TODIM method is utilized to rank the 
dominance of the alternative sites. Guo et al. [28] proposed a large-scale 
group decision making framework for the site selection of floating PV- 
pumped storage power system based on probabilistic linguistic term 
set and fuzzy PROMETHEE method (Preference Ranking Organization 
Method for Enrichment Evaluation). The evaluation criteria are 

Fig. 1. Annual global FPV capacity, 2017–2020 (modified from Cox 2021, 
Ramasamy V. & Margolis, R 2021). Ref for Fig. 1. Ramasamy, V., & Margolis, R. 
(2021). Floating Photovoltaic System Cost Benchmark: Q1 2021 Installations on 
Artificial Water Bodies. National Renewable Energy Laboratory, (October). 

1 https://globalsolaratlas.info/map, 2020.  
2 https://enerji.gov.tr/homepage. 
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established based two stage approach. Literature review of the past site 
selection studies on FPV and PSP is used to identify the decision-making 
indicators at the first stage. In the second stage, experts from various 
backgrounds finalized the criteria system. The researchers incorporated 
concept of probabilistic linguistic term set in PROMETHEE method to 
consider the subjectivity of the gathered criteria weights and psycho
logical orientation of the decision makers. The proposed framework 
applied on a case study in China. Guo et al. [29] studied on a site se
lection framework for the floating photovoltaic power plants. The re
searchers defined two stage criteria system for the site selection of FPV 

power plant which is composed of veto indicators and evaluation in
dicators. In order to evaluate the importance of the subjective expert 
opinions, a weighting model based on the hesitant fuzzy linguistic 
relative entropy is adopted. The modified hesitant fuzzy linguistic- 
DEMATEL (Decision Making Trial and Evaluation Laboratory) method 
and PROMETHEE (Preference Ranking Organization Methods for 
Enrichment Evaluation) method are utilized to compute criteria weights 
and ranking of the proposed sites. Nebey et al. [30] carried out a study 
on assessment of the Floating PV potential of the irrigation dams in the 
Amhara region of Ethiopia. The researchers employed geographic 

Fig. 2. Long-term average of global horizontal irradiation.1  

Fig. 3. Long-term average horizontal irradiation of Turkey. https://globalsolaratlas.info/map, 2020.  
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information system (GIS) and Analytical Hierarchy Processes (AHP) to 
identify and evaluate the usable water surfaces of the irrigation dams. 

The following factors are considered in this study: global horizontal 
irradiation potential, annual sunshine hours, grid proximity, average 
temperature, topographic elevation, distance to substations, wind speed, 
local government subsidies, impacts on regional development and local 
economies, impact on the surrounding environment, population density 
and policy support. 

2.1. The motivation of the proposed methodology 

The processing of uncertainties in information and subjective as
sessments are essential characteristics that conventional decision- 
making models should possess. To meet these characteristics, re
searchers often extend traditional multi-criteria models by applying 
uncertainty theories such as fuzzy theory Zadeh [31], rough theory [32], 
neutrosophic approach [33], etc. The application of uncertainty theories 
significantly improves the performance of classical multi-criteria tech
niques, so researchers in recent years are increasingly opting for the 
application of fuzzy and rough theories in multi-criteria models for de
cision making [34–42]. In this study, we present an innovative hybrid 
model that allows taking advantage of fuzzy and rough theories by 
representing uncertainty and inaccuracy using fuzzy rough numbers 
(FRN). The multi-criteria framework presented in this paper is based on 
transforming conventional fuzzy numbers into fuzzy rough numbers 
using basic rough number settings. The efficiency and effectiveness of 
the FRN methodology was tested to address uncertainty and inaccuracy 
in a real-world case study. The FRN based multi-criteria framework 
consisting of two modules. The first module presents the LAAW (Loga
rithmic Additive Assessment of the Weight coefficients) methodology 
[43] for determining the weighting coefficients of the criteria. The 
second module presents the application of the RAFSI (Ranking of Al
ternatives through Functional mapping of criterion subintervals into a 
Single Interval) methodology Zizovic et al. [44] for the evaluation of 
alternatives. Fuzzy rough numbers were used to process the information 
in both modules. The developed multi-criteria framework based on FRNs 
defines the degree of agreement in expert assessments using rough 
boundary intervals. If there is a complete consensus in expert assess
ments, the presented methodology enables the transformation of fuzzy 
rough numbers into classic fuzzy numbers. However, the increase in 
discrepancies in expert estimates leads to a rise in the uncertainty 
footprint in fuzzy rough numbers, i.e., to an increase in the rough 
boundary interval. 

3. Problem definition 

Floating photovoltaic (FPV) systems are the placement of solar PV 
systems on a water body instead of on a building or land. Due to difficult 
terrain conditions or land constraints which make land based systems 
impractical, FPVs are becoming popular over the last years especially 
important in terms of reducing land-constraint problems. In addition, 
FPVs have been shown to minimize evaporation and reduce algae 
growth, which is often desirable Spencer et al. [45]. The water volume 
also has a cooling effect on the system, resulting in an increment in the 

panels’ performance [46]. FPVs provide easy installation and deploy
ment in sites with low anchoring and mooring requirements, with a high 
degree of modularity, resulting in faster installations [5]. Fig. 4 shows a 
typical large-scaled FPV system and its components. 

In this study, characteristics of suitable sites for floating solar system 
based on the engineering requirements and previous experiences are 
identified and then location of potential sites in Turkey are determined 
accordingly. Major parameters may include global horizontal irradia
tion, annual sunshine hours, grid proximity, average temperature, 
topographic elevation, distance to substations and wind speed. A GIS 
based software was used to nominate the suitable sites. The existing 
floating PV systems in Europe and across the world investigated with an 
aim to determine the required properties. 

Following this, a map produced demonstrating the locations of 
floating PV system using a MCDM method. The site selection provides 
the necessary information for a future design and optimisation of the 
floating system. Hence, it serves as an initial point to deliver solar po
tential, reservoir, and grid connectivity data. The outputs from this 
paper may feed into the future FPV developments in Turkey. 

The renewable energy potential of the lakes, dam reservoirs and 
ponds identified using irradiation map obtained from PVGIS database3 

in the first stage. Considering the irradiation amount, possible regions 
having a higher irradiation selected, because a PV system which receives 
higher yearly irradiation will produce higher electrical output [47]. 
Then, for the suitable regions, economic, environmental and social data 
were also considered together with technical data. Global Wind Atlas4 

used to obtain the wind data and spectral wave modelling used to 
generate wave data. The bathymetry data achieved using GEBCO5 

software. After obtaining all of the relevant data, they integrated in a GIS 
based software (ArcGIS) layer by layer to determine the suitable region 
to implement a FPV system. Also, the grid connection availability 
included for possible regions. In addition to these, the evaporation 
amount could be used as a decisive parameter for the site selection. The 
advantage of the FPV system compared to other PV systems is to reduce 
evaporation which could be used for the regions having high evapora
tive conditions in order to limit the evaporation amount and save water. 
Considering the outputs of the GIS analysis and the other concerns like 
environmental aspects, the most suitable region discussed. 

3.1. Definition of alternatives 

In this study, Southern part of Turkey is investigated due to having 
higher amount of annual sunshine hours, global horizontal irradiation 
and so on. Table 2 presents alternative sites and their coordinates, which 
are discussed in this study. The selected alternative sites for FPV in 
Turkey are shown in Fig. 5. 

Table 1 
Summary of existing FPV site selection studies.  

Reference Renewable Energy source Main 
Criteria 

Sub 
Criteria 

Area of 
Study 

Used Methods Fuzzy sets 

Wu et al., [27] FPV-Wind + SPS 4 19 China TODIM- entropy weight 
method 

triangular intuitionistic fuzzy 
numbers 

Guo, Gao, Men, Fan, & Liu,  
[28,29] 

Floating PV 4 16 China DEMATEL-PROMETHEE hesitant linguistic fuzzy numbers 

Guo, Gao, Men, Fan, & Liu,  
[28,29] 

Floating PV + pumped 
storage 

4 19 China PROMETHEE probabilistic linguistic fuzzy 
numbers 

[30] Floating PV – 5 Ethiopia GIS-AHP –  

3 https://ec.europa.eu/jrc/en/pvgis.  
4 https://globalwindatlas.info/.  
5 https://www.gebco.net/. 
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3.2. Definition of criteria 

While selecting a suitable site for a potential FPV, a variety of criteria 
are considered in this study. Table 3 presents a list of main criteria and 
sub-criteria used in this study. Main criteria are classified as technical, 
economic, environmental and social criteria. Global horizontal irradia
tion, annual sunshine hours, grid proximity, average temperature, 
topographic elevation, distance to substations, and wind speed are 
considered as technical criteria in this study. Also, while local 

government subsidies, impacts on regional development and local 
economies are classified as economic criteria; impact on the surrounding 
environment, population density and policy support are classified as 
environmental and social criteria. Fig. 6 illustrates GIS based map layers 
for evaluation criteria of alternative A3. 

All criteria considered in this study are given in the following. 
(1) Technical Concerns: 
C1: Global Horizontal Irradiation: Global horizontal irradiation (GHI) 

is the sum of diffuse horizontal irradiation (DHI) and direct normal 
irradiation (DNI). Fig. 7(a) shows the yearly GHI values of Turkey. It is 
clear from the figure that the south of Turkey has higher GHI values. 
During suitable FPV site selection, higher GHI values are desirable. For 
solar PVs, generally, areas having annual 1300 kWh/m2 values are 
recommended as a minimum for economic operation [48]. 

C2: Annual Sunshine Hours: Another important factor for suitable FPV 
site selection is annual sunshine hours. Since solar energy is an inter
mittent source, energy production is related to the sunshine duration. 
For a suitable site, high annual sunshine hours are desirable6. The 
annual sunshine hours of Turkey are shown in Fig. 7(b). 

C3: Grid Proximity: Grid proximity is another important factor for 

Fig. 4. A typical large-scale FPV system and its components (Solar Energy Research Institute of Singapore (SERIS) at the National University of Singapore (NUS)). 
World Bank Group; Energy Sector Management Assistance Program; Solar Energy Research Institute of Singapore. 2019. Where Sun Meets Water: Floating Solar 
Market Report. World Bank, Washington, DC. © World Bank. https://openknowledge.worldbank.org/handle/10986/31880 License: CC BY 3.0 IGO. 

Table 2 
Alternative sites for a potential FPV in Turkey.  

Alternative Potential Site Coordinates 

A1 Göksun, Kahramanmaraş 38◦06′29′′ , 36◦44′25′′

A2 Bucak, Burdur 37.36874, 30.8294 
A3 Manavgat, Antalya 36◦52′16′′ , 31◦32′49′′

A4 Güney, Denizli 38◦09′31′′ , 29◦12′21′′

A5 Dalaman, Muğla 36◦53′55′′ , 28◦54′05′′

A6 Çine, Aydın 37◦28′26′′ , 28◦09′25′′

Fig. 5. Alternative sites discussed in this study.  
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Table 3 
Main evaluation criteria and sub-criteria used in this study.  

Main-criteria Symbol Sub-criteria Type  

C1 Global horizontal irradiation (kWh/m2/y) Benefit  
C2 Annual sunshine hours (h/year) Benefit  
C3 Grid proximity Benefit 

Technical C4 Average temperature (◦C) Benefit  
C5 Topographic elevation (m) Benefit  
C6 Distance to substations Benefit  
C7 Wind speed Cost 

Economic C8 Local government subsidies Benefit  
C9 Impacts on regional development and local economies Benefit  
C10 Impact on the surrounding environment Cost 

Environmental and Social C11 Population density Benefit  
C12 Policy support Benefit  

Fig. 6. GIS based map layers for evaluation criteria of alternative A3 (Manavgat), a) location, b) annual sunshine hours, c) wind speed, d) average annual tem
perature, e) yearly total GHI, f) elevation. 
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Fig. 7. GIS based map layers for evaluation criteria.  
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suitable FPV site selection. This factor affects the easiness or difficulty of 
cable connection and energy transmission. Sometimes, electricity 
transmission systems work with full capacity. Therefore, it is important 
to identify cable lines clearly based on their capacity and availability. 

C4: Average Temperature: With the increasing air temperature, panel 
efficiency decreases. Noorollahi et al. [48] stated that the produced 
amount of energy decreases 0.4%-0.5% for every 1 ◦C rise in the cell 
temperature at temperatures above 25 ̊C. Therefore, areas having high 
temperatures are not desirable for a potential FPV. The annual tem
perature of Turkey is shown in Fig. 7(c). 

C5: Topographic Elevation: The atmosphere affects the entrance of 
both the sun’s shortwave energy and the earth’s longwave energy due to 
its thickness and compounds. Thus, elevated areas have a more signifi
cant solar radiation potential than lower regions because they receive a 
great amount of energy Noorollahi et al. [48]. Fig. 7(d) shows topo
graphic elevation map of Turkey based on GEBCO (2021).6 

C6: Distance to Substation: Having close transmission lines and sub
stations is important to reduce high cable installation costs and mini
mize the loss of power in the transmission [7]. Some of 380 kV and 154 
kV capacity substations of Turkey is shown in Fig. 7(e). 

C7: Wind Speed: Wind speed has also affected FPV systems in either 
negative or positive ways. It is a fact that wind is a primary source of 
wave generation. Areas having high wind speed might be at the risk of 
high waving. This situation might affect the FPV system design or sub
structure system. On the other hand, wind reduces the heat of the FPV 
system, which increases the energy efficiency of FPV systems. According 
to data from Global Wind Atlas, annual mean wind speed map at 100 m 
is shown in Fig. 7(f). 

(2) Economic Concerns 
C8: Local Government Subsidies: The acceptance and support of the 

regional local government play a vital role in the installation of FPVs. 
Local government support and subsidies are also significant to solve the 
difficulties and problems faced during the installation phase of FPVs. 

C9: Impact on regional development and local economies: The FPVs will 
also increase job opportunities in the local region and contribute to local 
development in terms of the economy. 

(3) Environmental-Social Concerns: 
C10: Impact on Surrounding Environment: The impact of FPV systems 

on the environment is one of the important criteria that should be 
considered in suitable site selection processes. Like other renewable 
energy sources, FPVs have very little negative impact on the environ
ment. As an example, these systems have the possibility to affect un
derwater life, albeit to a very small degree. Underwater cables can also 
affect marine life and the environment. This criterion should also be 
taken into account in the suitable site selection in detail. 

C11: Population Density: In regions with high population density, the 
amount of energy needed is also high. The population density in Turkey 
is shown in Fig. 7(g). Population density is considered as one of the 
criteria since it is important to used yielded energy nearby the plant. 

C12: Policy Support: Energy-dependent countries, like Turkey, 
generally put ambitious renewable energy targets. It is important to 
achieve these targets in terms of government policies and relevant 
regulations. 

4. Proposed methodology 

In this section, we introduce the preliminaries on fuzzy rough 
numbers and the proposed model. 

4.1. Preliminaries on fuzzy rough numbers 

Fuzzy numbers are expected to represent the uncertainties that exist 
in human perceptions. To better capture uncertainties in perceptions, 

the concept of fuzzy numbers involves defining a boundary interval that 
encompasses a set of uncertain elements. One of the disadvantages of 
fuzzy numbers is the small flexibility of the boundary interval, which 
was improved in this study through the presentation of fuzzy rough 
numbers with adaptive boundary intervals. The concept of rough 
numbers and rough Bonferroni functions was used to create an adaptive 
boundary interval. The Bonferroni function [49] was chosen because of 
its two key advantages: (1) It can be provide a flexible decision making 
due to experts’ risk attitude, and (2) It enables respect for mutual con
nections between fuzzy sequences. 

The following section presents an original new approach to gener
ating hybrid fuzzy rough numbers. 

Let us denote by I the universe in which the preferences of the 
decision-maker (DM) are contained, which are represented by the 

triangular fuzzy numbers τ̃i =
(

τ(l)i , τ(m)

i , τ(u)i

)
, with the mode, left 

endpoint, and right endpoint denoted by τ(l)i ,τ(m)

i , and τ(u)i , respectively. 
Then, the condition that ̃τ1⩽τ̃2⩽,...,⩽τ̃x. Moreover, if we assume that Ω is 

a collection of 
(

τ̃1, τ̃2, ..., τ̃x

)

and ϛ is an arbitrary element of I, then the 

lower and upper approximation of class ̃τi can be defined as follows: 

Apr
(

τ(l)i

)
= ∪

1⩽i⩽x

{
ϛ ∈ I

/
Ω(ϛ)⩽τ(l)i

}

Apr
(

τ(m)

i

)
= ∪

1⩽i⩽x

{
ϛ ∈ I

/
Ω(ϛ)⩽τ(m)

i

}

Apr
(

τ(u)i

)
= ∪

1⩽i⩽x

{
ϛ ∈ I

/
Ω(ϛ)⩽τ(u)i

}

(1)  

Apr
(

τ(l)i

)
= ∪

1⩽i⩽x

{
ϛ ∈ I

/
Ω(ϛ)⩾τ(l)i

}

Apr
(

τ(m)

i

)
= ∪

1⩽i⩽x

{
ϛ ∈ I

/
Ω(ϛ)⩾τ(m)

i

}

Apr
(

τ(u)i

)
= ∪

1⩽i⩽x

{
ϛ ∈ I

/
Ω(ϛ)⩾τ(u)i

}

(2) 

The lower limit of ̃τi can be defined as follows: 

Lim
(

τ(l)i

)
=

⎛

⎝ 1
NLl

∑NLl

i,j=1
τ(l)μ1

i

(
∏NLl

j=1
τ(l)μ2

j

) 1
NLl − 1

⎞

⎠

1
μ1+μ2 ⃒

⃒
⃒τ(l)μ1

i , τ(l)μ2
j ∈ Apr

(
τ(l)i

)

(3)  

Lim
(

τ(m)

i

)
=

⎛

⎝ 1
NLm

∑NLm

i,j=1
τ(m)μ1

i

(
∏NLm

j=1
τ(m)μ2

j

) 1
NLm − 1

⎞

⎠

1
μ1+μ2 ⃒

⃒
⃒τ(m)μ1

i , τ(m)μ2
i

∈ Apr
(

τ(m)

i

)
(4)  

Lim
(

τ(u)i

)
=

⎛

⎝ 1
NLu

∑NLu

i,j=1
τ(u)μ1

i

(
∏NLu

j=1
τ(u)μ2

j

) 1
NLu − 1

⎞

⎠

1
μ1+μ2 ⃒

⃒
⃒τ(u)μ1

i , τ(u)μ2
i ∈ Apr

(
τ(u)i

)

(5)  

where NLl, NLm and NLu represents a number of elements in Apr(τ(l)i ), 

Apr(τ(m)

i ) and Apr(τ(u)i ) respectively; μ1, μ2⩾0 and μ1, μ2 ∈ R, where R 

represents a set of real numbers. 
We can also define an upper limit of ̃τi as follows: 

Lim
(

τ(l)i

)
=

⎛

⎝ 1
NUl

∑NUl

i,j=1
τ(l)μ1

i

(
∏NUl

j=1
τ(l)μ2

j

) 1
NUl − 1

⎞

⎠

1
μ1+μ2 ⃒

⃒
⃒τ(l)μ1

i , τ(l)μ2
j ∈ Apr

(
τ(l)i

)

(6)  

6 https://www.gebco.net/. 
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Lim
(

τ(m)

i

)
=

⎛

⎝ 1
NUm

∑NUm

i,j=1
τ(m)μ1

i

(
∏NUm

j=1
τ(m)μ2

j

) 1
NUm − 1

⎞

⎠

1
μ1+μ2 ⃒

⃒
⃒τ(m)μ1

i , τ(m)μ2
j

∈ Apr
(

τ(m)

i

)
(7)  

Lim
(

τ(u)i

)
=

⎛

⎝ 1
NUu

∑NUu

i,j=1
τ(u)μ1

i

(
∏NUu

j=1
τ(u)μ2

j

) 1
NUu − 1

⎞

⎠

1
μ1+μ2 ⃒

⃒
⃒τ(u)μ1

i , τ(u)μ2
j ∈ Apr

(
τ(u)i

)

(8)  

where NUl, NUm and NUu represents a number of elements in Apr(τ(l)i ), 
Apr(τ(m)

i ) and Apr(τ(u)i ) respectively. 
Then, based on the previously defined (Eqs. (1)–(8)) we can repre

sent the FRN ̃τi as follows:   

In the following section, the operations between the two FRNs 

FRN
(

υ̃1

)

=
([

υ(l)−1 , υ(l)+1

]
,
[
υ(m)−

1 , υ(m)+

1

]
,
[
υ(u)−1 , υ(u)+1

] )
and FRN

(

υ̃2

)

=

([
υ(l)−2 , υ(l)+2

]
,
[
υ(m)−

2 , υ(m)+

2

]
,
[
υ(u)−2 , υ(u)+2

] )
are presented, θ > 0: 

FRN
(

υ̃1

)
+FRN

(
υ̃2

)
=
[(

υ(l)−
1 + υ(l)−

2 , υ(l)+
1 + υ(l)+

2

)
,
(

υ(m)−

1 + υ(m)−

2 , υ(m)+

1

+ υ(m)+

2

)
,
(

υ(u)−
1 + υ(u)−

2 , υ(u)+
1 + υ(u)+

2

) ]

(10)  

FRN
(

υ̃1

)
× FRN

(
υ̃2

)
=
[(

υ(l)−
1 × υ(l)−

2 , υ(l)+
1 × υ(l)+

2

)
,
(

υ(m)−

1 × υ(m)−

2 , υ(m)+

1

× υ(m)+

2

)
,
(

υ(u)−
1 × υ(u)−

2 , υ(u)+
1 × υ(u)+

2

) ]

(11)  

FRN
(

τ̃i

)
=
([

Lim
(

τ(l)i

)
,Lim

(
τ(l)i

) ]
,
[
Lim
(

τ(m)

i

)
,Lim

(
τ(m)

i

) ]
,
[
Lim
(

τ(u)i

)
, Lim

(
τ(u)i

) ])
=
([

τ(l)−i , τ(l)+i

]
,
[
τ(m)−

i , τ(m)+

i

]
,
[
τ(u)−i , τ(u)+i

] )
(9)   

Fig. 8. FRN based LAAW-RAFSI framework.  
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θ × FRN
(

υ̃2

)
=
[(

θ × υ(l)−
2 , θ × υ(l)+

2

)
,
(

θ × υ(m)−

2 , θ × υ(m)+

2

)
,
(

θ × υ(u)−
2 , θ

× υ(u)+
2

) ]

(12)  

4.2. Integration of LAAW in RAFSI model based on fuzzy rough numbers 

The following section presents a multi-criteria framework based on 
the integration of LAAW in the RAFSI model Zizovic et al. [44]. In 
addition, the concept of FRN was used to deal with uncertainty and 
inaccuracy in the presented multi-criteria methodology as shown in 
Fig. 8. 

The FRN RAFSI methodology was used to evaluate alternatives based 
on defining ideal and anti-ideal criteria values and determining the 
relationship between alternatives concerning the defined ideal/anti- 
ideal values. Based on the defined relationships, fuzzy rough criterion 
functions have created that map the criterion sub-intervals into a unique 
criterion interval. The FRN RAFSI method has the following advantages 
due to which it was chosen for application in this study and which 
contribute to objective and rational decision-making [50]: i) The algo

rithm of the RAFSI methodis a simple; ii) The RAFSI method has a new 
decision making model for standardization of criteria that allows 
objective translation of data from the initial decision matrix into an 
interval that is suitable for rational decision making; iii) The RAFSI 
method is resistant to the rank reversal problem, as one of the significant 
drawbacks of many MCDM methods. Detailed steps of the integrated 
FRN LAAW - RAFSI methodology are presented in the next section.  

(a) Defining weighting coefficients: The FRN based LAAW methodology 

Suppose that in the FRN LAAW - RAFSI model for the evaluation of l 
alternatives Ai={A1, A2, …, Al}, (i = 1,2,..,l) are involved n criteria 
Cj={C1, C2, …, Cn}, (j = 1,2,..,n). Also, suppose that there are qualitative 
criteria in the multi-criteria decision making (MCDM) model and that 
the experts Eh={E1, E2, …, En}, (h = 1,2,..,e) define the values of the 
qualitative criteria based on a predefined fuzzy scale. 

In the following section, the fuzzy rough LAAW model for deter
mining the weight coefficients of the criteria is presented. 

Step 1. Determining the fuzzy rough priority vector. Based on the 
defined fuzzy scale, experts evaluate the criteria by assigning a higher 
value to the criterion with more significance than the fuzzy scale, while 
assigning lower values to criteria with less significance. Thus we get the 

fuzzy priority vector Υt =

(

θ̃
t
1, θ̃

t
2, .., θ̃

t
n

)

, where θ̃
t
j =

(
θ(l)tj , θ(m)t

j , θ(u)tj

)

represents the triangular fuzzy number (TFN) from the fuzzy scale 
assigned by the expert t (1⩽t⩽e) to the criterion n. By applying Eqs. (1)– 

(8) the fuzzy sequences θt(l)
j =

{
θ1(l)

j , θ2(l)
j , ..., θe(l)

j

}
, θt(m)

j =
{

θ1(m)

j , θ2(m)

j , .

.., θe(m)

j

}
and θt(m)

j =
{

θ1(u)
j , θ2(u)

j , ..., θe(u)
j

}
(1⩽t⩽e) were transformed into 

rough sequences and a fuzzy rough priority vector was formed for each 

expert Υt
=
(
θt

1, θ
t
2, .., θ

t
n
)

(1⩽t⩽e), whereθt
j =

([
θt(l)−

j , θt(l)+
j

]
,
[
θt(m)−

j 

, θt(m)+

j

]
,
[
θt(u)−

j , θt(u)+
j

] )
. Aggregated FRN priority vector Υ = (θ1, θ2, ..,

θn) we obtain by applying a fuzzy rough weighted geometric Bonferroni 
function, Eq. (13).  

where e denotes the number of experts, while μ1, μ 2 ≥ 0 are set of non- 
negative numbers. 

Step 2. Defining the absolute anti-ideal point (δAIP). The absolute 
anti-ideal point is defined by applying the condition that it is 

θj =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
e(e − 1)

∑e
x, y = 1

x ∕= y

θμ1
j(x) ⊗ θθ2

j(y)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

1
μ1+μ2

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
e(e − 1)

∑e
x, x = 1

x ∕= y

θ(l)−
j(x)

μ1 ⊗ θ(l)−
j(y)

μ2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

1
μ1+μ2

,

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
e(e − 1)

∑e
x, x = 1

x ∕= y

θ(l)+
j(x)

μ1 ⊗ θ(l)+
j(y)

μ2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

1
μ1+μ2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
e(e − 1)

∑e
x, x = 1

x ∕= y

θ(m)−

j(x)
μ1 ⊗ θ(m)−

j(y)
μ2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

1
μ1+μ2

,

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
e(e − 1)

∑e
x, x = 1

x ∕= y

θ(m)+

j(x)
μ1 ⊗ θ(m)+

j(y)
μ2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

1
μ1+μ2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
e(e − 1)

∑e
x, x = 1

x ∕= y

θ(u)−
j(x)

μ1 ⊗ θ(u)−
j(y)

μ2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

1
μ1+μ2

,

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
e(e − 1)

∑e
x, x = 1

x ∕= y

θ(u)+
j(x)

μ1 ⊗ θ(u)+
j(y)

μ2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

1
μ1+μ2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(13)   
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δAIP < min(θ1, θ2, .., θn). 
Step 3. Defining a fuzzy rough ratio vector X. Using Eq. (14), the 

relationship between the fuzzy rough priority vector elements and the 
absolute anti-ideal point (δAIP) is determined. 

γj =
θj

δAIP
=

([
θ(l)−

j

δ(u)+j

,
θ(l)+

j

δ(u)−j

]

,

[
θ(m)−

j

δ(m)+

j

,
θ(m)+

j

δ(m)−

j

]

,

[
θ(u)−

j

δ(l)+j

,
θ(u)+

j

δ(l)−j

])

(14)  

where θj =
([

θ(l)−j , θ(l)+j

]
,
[
θ(m)−

j , θ(m)+

j

]
,
[
θ(u)−j , θ(u)+j

] )
represents an 

element of the priority vector Υ, while γj represents an element of the 

fuzzy rough ratio vector X = (γ1, γ2, .., γn). 
Step 4. Determination of FRN vectors of weight coefficients wj =

(w1,w2, ...,wn)
T . By applying Eq. (15), we obtain a vector of weight 

coefficients of the criteria:  

where γj =
([

γ(l)−j , γ(l)+j

]
,
[
γ(m)−

j , γ(m)+

j

]
,
[
γ(u)−j , γ(u)+j

] )
represents an 

element of the fuzzy rough ratio vector X, where b =
∏n

j=1γj =
([∏n

j=1γ(l)−j ,
∏n

j=1γ(l)+j

]
,
[∏n

j=1γ(m)−

j ,
∏n

j=1γ(m)+

j

]
,
[∏n

j=1γ(u)−j ,
∏n

j=1γ(u)+j

] )
.  

(b) The FRN based RAFSI method for the evaluation of alternatives 

Step 1: Creating a fuzzy rough initial decision matrix. Assume that the 
experts evaluated the alternatives Ai={A1, A2, …, Al} in relation to the 
set Cj={C1, C2, …, Cn} criteria. Expert preferences in the initial matrix 
are represented by a predefined fuzzy scale in which triangular fuzzy 
numbers represent linguistic expressions χ̃ = (χl, χm, χu). Based on the 
expert response matrices χ̃ = (χl, χm, χu), three matrices ℵl are formed, 
containing aggregated expert sequences. 

ℵl =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

χ1l
11, χ2l

11,…, χel
11 χ1l

12, χ2l
12,…, χel

12 , ..., χ1l
1n, χ2l

1n,…, χel
1n

χ1l
21, χ2l

21,…, χel
1 χ1l

22, χ2l
22,…, χel

22 , ..., χ1l
2n, χ2l

2n,…, χel
2n

... ... , ..., ...

χ1l
m1, χ2l

m1,…, χel
m1 χ1l

m2, χ2l
m2,…, χel

m2 , ..., χ1l
mn, χ2l

mn,…, χel
mn

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(16)  

ℵm =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

χ1m
11 , χ2m

11 ,…, χem
11 χ1m

12 , χ2m
12 ,…, χem

12 , ..., χ1m
1n , χ2m

1n ,…, χem
1n

χ1m
21 , χ2m

21 ,…, χem
1 χ1m

22 , χ2m
22 ,…, χem

22 , ..., χ1m
2n , χ2m

2n ,…, χem
2n

... ... , ..., ...

χ1m
m1, χ2m

m1,…, χem
m1 χ1m

m2, χ2m
m2,…, χem

m2 , ..., χ1m
mn, χ2m

mn,…, χem
mn

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(17)  

ℵu =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

χ1u
11, χ2u

11,…, χeu
11 χ1u

12, χ2u
12,…, χeu

12 , ..., χ1u
1n, χ2u

1n,…, χeu
1n

χ1u
21, χ2u

21,…, χeu
1 χ1u

22, χ2u
22,…, χeu

22 , ..., χ1u
2n, χ2u

2n,…, χeu
2n

... ... , ..., ...

χ1u
m1, χ2u

m1,…, χeu
m1 χ1u

m2, χ2u
m2,…, χeu

m2 , ..., χ1u
mn, χ2u

mn,…, χeu
mn

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(18)  

where χl
ij =

{
χ1l

ij , χ2l
ij ,…, χel

ij

}
, χm

ij =
{

χm1
ij , χ2m

ij ,…, χem
ij

}
and χu

ij =
{

χ1u
ij , χ2u

ij ,

…, χeu
ij

}
represent fuzzy sequences. By applying Eqs. (1)–(8) the fuzzy 

sequences χtl
ij , χtm

ij and χtu
ij (1⩽t⩽e) transform into fuzzy rough sequences. 

Using the FRN Bonferroni function, the experts’ fuzzy rough sequences 
are averaged into unique fuzzy rough sequences χij =
([

χ(l)−ij , χ(l)+ij

]
,
[
χ(m)−

ij , χ(m)+

ij

]
,
[
χ(u)−ij , χ(u)+ij

] )
. So we get a fuzzy rough 

initial decision matrix: 

ℵ =

A1
A2
...

Am

C1 C2 ... Cn
⎡

⎢
⎢
⎢
⎢
⎢
⎣

χ11 χ12 ... χ1n

χ21 χ22 ... χ2n

... ... ⋱ ...

χm1 χm2 ... χmn

⎤

⎥
⎥
⎥
⎥
⎥
⎦

m×n

(19) 

Step 2: Mapping of FRN matrix ℵ =

[

χ̃ij

]

m×n 

elements into criterion in

tervals. For each criterion Cj(j = 1,2,..,n), the ideal and anti-ideal values 
χIj and χNj 

are defined, where χIj represents the ideal value, while χNj 

represents the anti-ideal value according to the criterion Cj. 
Based on the defined ideal and anti-ideal values, fuzzy rough func

tions φij are defined, which transform the criterion intervals from the 
matrix (19) into the criterion interval [ψ1,ψb]. Fuzzy rough criterion 
functions are defined for each criterion from the set Cj (j = 1,2,...,n), Eq. 
(20). 

φij =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ψb − ψ1

γIj
− χNj

χij +
χIj

⋅ψ1 − χNj
⋅ψb

χIj
− χNj

, for max criteria

ψb − ψ1

γNj
− χIj

χij +
χNj

⋅ψ1 − χIj
⋅ψb

χNj
− χIj

, for min criteria
(20)  

where ψb and ψ1 represent a relationship that shows how much the ideal 
value is better than the anti-ideal value, while χij represents the element 
of the matrix (19). The recommendation is that the ideal value is at least 
six times better than the anti-ideal, i.e. ψb⩾6. 

Thus we obtain a standardized fuzzy rough matrix ℵs =
[
φij
]

m×n in 
which all matrix elements are translated into the criterion interval 
[ψ1,ψb]. 

Step 3: Formation of FRN normalized decision matrix ℵN =
[
φ̂ij
]

m×n. By 
applying Eq. (21), we obtain normalized elements. 

φ̂ij =

⎧
⎪⎨

⎪⎩

φij

2A
, for max criteria

H
2φij

, for min criteria
(21) 

wj =
ln
(
γj
)

ln(b)
=

⎛

⎝

⎡

⎣
ln
(

γ(l)−j

)

ln
(

b(u)+
j

),
ln
(

γ(l)+j

)

ln
(

b(u)−
j

)

⎤

⎦,

⎡

⎣
ln
(

γ(m)−

j

)

ln
(

b(m)+

j

),
ln
(

γ(m)+

j

)

ln
(

b(m)−

j

)

⎤

⎦,

⎡

⎣
ln
(

γ(u)−j

)

ln
(

b(l)+
j

),
ln
(

γ(u)+j

)

ln
(

b(l)−
j

)

⎤

⎦

⎞

⎠ (15)   

Q(Ai) =
∑n

j=1
wj φ̂ij =

([
∑n

j=1
w(l)−

j φ̂(l)−
j ,

∑n

j=1
w(l)+

j φ̂(l)+
j

]

,

[
∑n

j=1
w(m)−

j φ̂(m)−

j ,
∑n

j=1
w(m)+

j φ̂(m)+

j

]

,

[
∑n

j=1
w(u)−

j φ̂(u)−
j ,

∑n

j=1
w(u)+

j φ̂(u)+
j

])

(22)   
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where A and H respectively represent the arithmetic and harmonic mean 
of the elements ψb and ψ1. 

Step 4: Calculation of criterion functions Q(Ai) and ranking of alterna
tives. Using Eq. (22), the fuzzy rough criterion functions of the alterna
tives (Q(Ai)) are calculated, and the alternatives are ranked.    

From the considered set of alternatives, the alternative with a higher 
value of the fuzzy rough criterion function Q(Ai) is chosen. If the two 
alternatives A1 and A2 have the values of the criterion functions Q(A1)

and Q(A2) then Q(A1)〉Q(A2) ifh(Q(A1) )〉h(Q(A2) ), where. 

h(Q(A1) ) =
Q(l)−

1 + Q(l)+
1 + Q(m)−

1 + Q(m)+

1 + Q(u)−
1 + Q(u)+

1

6
(23)  

h(Q(A2) ) =
Q(l)−

2 + Q(l)+
2 + Q(m)−

2 + Q(m)+

2 + Q(u)−
2 + Q(u)+

2

6
(24)  

5. Application of FRN LAAW-RAFSI methodology 

5.1. The results of proposed model 

As shown in Fig. 8, the integrated FRN LAAW-RAFSI methodology is 

Table 5 
Priority vectors.  

Criteria E1 E2 E3 E4 E5 

Technical (MC1) VH VH VH VH VH 
C1 VH VH VH VH VH 
C2 H MH H VH VH 
C3 H H H MH VH 
C4 M MH MH M MH 
C5 ML ML M M M 
C6 MH MH H H H 
C7 M L M M M 
Economic (MC2) H MH MH M H 
C8 M M M L M 
C9 MH H M M M 
Environmental and Social (MC3) MH MH H M MH 
C10 H MH MH MH H 
C11 MH H M M M 
C12 MH MH M H M  

Table 6 
Aggregated FRN priority vector.  

Criteria FRN priority vector 

Technical (MC1) ([9.00,9.00],[10.0,10.0],[10.0,10.0]) 
C1 ([9.00,9.00],[10.0,10.0],[10.0,10.0]) 
C2 ([6.43,8.24],[8.30,9.59],[9.63,9.96]) 
C3 ([6.24,7.65],[8.22,9.29],[9.63,9.96]) 
C4 ([3.66,4.64],[5.68,6.65],[7.69,8.66]) 
C5 ([1.59,2.59],[3.66,4.64],[5.68,6.65]) 
C6 ([5.68,6.65],[7.69,8.66],[9.35,9.84]) 
C7 ([2.15,2.89],[3.76,4.84],[5.36,6.80]) 
Economic (MC2) ([4.39,6.22],[6.43,8.24],[8.30,9.59]) 
C8 ([2.15,2.89],[3.76,4.84],[5.36,6.80]) 
C9 ([3.30,5.00],[5.31,7.04],[7.29,8.68]) 
Environmental and Social (MC3) ([4.22,5.64],[6.24,7.65],[8.22,9.29]) 
C10 ([5.32,6.27],[7.32,8.28],[9.17,9.65]) 
C11 ([3.30,5.00],[5.31,7.04],[7.29,8.68]) 
C12 ([3.63,5.39],[5.66,7.42],[7.64,9.06])  

Table 7 
Ratio vectors.  

Criteria FRN priority vector 

Technical (MC1) ([15.00,15.00],[16.67,16.67],[16.67,16.67]) 
C1 ([15.00,15.00],[16.67,16.67],[16.67,16.67]) 
C2 ([10.71,13.74],[13.83,15.98],[16.06,16.60]) 
C3 ([10.41,12.76],[13.71,15.49],[16.06,16.60]) 
C4 ([6.09,7.73],[9.46,11.09],[12.81,14.43]) 
C5 ([2.64,4.32],[6.09,7.73],[9.46,11.09]) 
C6 ([9.46,11.09],[12.81,14.43],[15.59,16.39]) 
C7 ([3.59,4.82],[6.26,8.07],[8.94,11.33]) 
Economic (MC2) ([7.31,10.37],[10.71,13.74],[13.83,15.98]) 
C8 ([3.59,4.82],[6.26,8.07],[8.94,11.33]) 
C9 ([5.49,8.33],[8.86,11.74],[12.15,14.47]) 
Environmental and Social (MC3) ([7.03,9.39],[10.41,12.76],[13.71,15.49]) 
C10 ([8.86,10.46],[12.2,13.8],[15.28,16.08]) 
C11 ([5.49,8.33],[8.86,11.74],[12.15,14.47]) 
C12 ([6.06,8.98],[9.44,12.37],[12.74,15.1])  

Table 8 
FRN vector of weighting coefficients criteria.  

Criteria Local FRN criteria weights Global FRN criteria weights 

Technical (MC1) ([0.325,0.336], 
[0.353,0.374], 
[0.386,0.423]) 

– 

C1 ([0.145,0.150], 
[0.160,0.171], 
[0.183,0.205]) 

([0.047,0.050], 
[0.057,0.064], 
[0.071,0.087]) 

C2 ([0.127,0.145], 
[0.150,0.168], 
[0.181,0.205]) 

([0.041,0.049], 
[0.053,0.063], 
[0.070,0.087]) 

C3 ([0.125,0.141], 
[0.149,0.166], 
[0.181,0.205]) 

([0.041,0.047], 
[0.053,0.062], 
[0.070,0.087]) 

C4 ([0.096,0.113], 
[0.128,0.146], 
[0.166,0.195]) 

([0.031,0.038], 
[0.045,0.055], 
[0.064,0.082]) 

C5 ([0.052,0.081], 
[0.103,0.124], 
[0.146,0.175]) 

([0.017,0.027], 
[0.036,0.046], 
[0.056,0.074]) 

C6 ([0.120,0.133], 
[0.145,0.162], 
[0.179,0.204]) 

([0.039,0.045], 
[0.051,0.060], 
[0.069,0.086]) 

C7 ([0.068,0.087], 
[0.105,0.127], 
[0.143,0.177]) 

([0.022,0.029], 
[0.037,0.047], 
[0.055,0.075]) 

Economic (MC2) ([0.239,0.290], 
[0.297,0.348], 
[0.360,0.417]) 

– 

C8 ([0.250,0.335], 
[0.403,0.520], 
[0.593,0.814]) 

([0.060,0.097], 
[0.120,0.181], 
[0.214,0.339]) 

C9 ([0.334,0.452], 
[0.479,0.613], 
[0.676,0.896]) 

([0.080,0.131], 
[0.142,0.213], 
[0.244,0.374]) 

Environmental and 
Social (MC3) 

([0.234,0.278], 
[0.294,0.338], 
[0.359,0.412]) 

– 

C10 ([0.209,0.273], 
[0.287,0.356], 
[0.375,0.470]) 

([0.063,0.084], 
[0.097,0.128], 
[0.147,0.201]) 

C11 ([0.221,0.283], 
[0.295,0.363], 
[0.382,0.477]) 

([0.049,0.076], 
[0.084,0.120], 
[0.135,0.194]) 

C12 ([0.325,0.336], 
[0.353,0.374], 
[0.386,0.423]) 

([0.052,0.079], 
[0.087,0.123], 
[0.137,0.197])  

Table 4 
Fuzzy linguistic scale.  

Linguistic terms Membership function 

Very low (VL) (1,1,1) 
Low (L) (1,2,3) 
Medium low (ML) (1,3,5) 
Medium (M) (3,5,7) 
Medium high (MH) (5,7,9) 
High (H) (7,9,10) 
Very high (VH) (9,10,10)  
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implemented through two phases. In the first phase, the weight co
efficients of the criteria are calculated using the FRN LAAW model. In 
contrast, in the second phase, the evaluation of alternatives is performed 
using the FRN RAFSI model and the validation of the obtained solutions. 
The following section presents the application of the integrated FRN 
LAAW-RAFSI model for the evaluation of six alternatives. For the 
assessment of alternatives, twelve criteria are identified and grouped 
within three clusters (see Table 5). 

The participants have experience in the sector and been chosen from 
the networks of the Multi-Purpose Floating Solar Power Plant (Flo
SoWer) project participants (see Acknowledgements). There are also 
participants from Turkey, Iran, United Kingdom and Portugal so that 
experience of countries with installed renewable energy systems and 
local conditions of Turkey have been combined. The participants have 
different backgrounds including civil engineers, electrical engineers, 
mechanical engineering, biologists, solar PV project managers and 
renewable energy project financers.  

(a) Defining the weight coefficients of the criteria using the FRN based 
LAAW method 

Step 1: The study involved five experts who evaluated the criteria 
using the fuzzy scale given in Table 4. 

Based on the expert assessments, a priority vector was defined for 
each expert as given in Table 5. 

Using Eqs. (1)–(8), the fuzzy priority vectors (see Table 5) co
efficients were transformed into FRN priority vectors (see Table 6). The 
Eq. (13) is used for the fusion of the FRN priority vector. In Appendix B 
we have given the transformation of expert assessments in the priority 

Table 9 
Experts correspondence matrices.  

Criteria A1 A2 A3 

C1 – – – 
C2 MH; H; M; MH; M H; M; MH; MH; MH VH; H; VH; VH; VH 
C3 H; MH; MH; M; MH M; ML; ML; M; ML MH; H; VH; H; VH 
C4 – – – 
C5 – – – 
C6 H; MH; MH; MH; MH M; ML; ML; ML; ML H; VH; VH; VH; VH 
C7 VH; H; H; VH; H H; M; M; MH; M M; L; ML; L; ML 
C8 M; M; MH; MH; MH M; M; MH; M; ML H; H; MH; VH; MH 
C9 MH; H; MH; VH; MH VH; MH; MH; H; MH ML; L; ML; L; M 
C10 M; L; ML; L; ML M; M; MH; ML; MH L; ML; L; ML; L 
C11 M; H; M; MH; M L; L; L; L; L H; VH; H; VH; MH 
C12 MH; VH; MH; H; H VH; H; MH; MH; H MH; MH; MH; VH; H 
Criteria A4 A5 A6 

C1 – – – 
C2 L; ML; M; ML; M VH; VH; VH; H; VH H; MH; VH; MH; H 
C3 MH; M; M; MH; M ML; ML; L; L; L VH; VH; H; VH; H 
C4 – – – 
C5 – – – 
C6 MH; M; M; M; M ML; ML; M; ML; M VH; H; H; H; H 
C7 MH; VH; MH; H; MH ML; L; M; M; M MH; H; H; H; VH 
C8 M; M; MH; H; MH M; H; MH; M; MH ML; MH; MH; ML; MH 
C9 MH; M; MH; M; MH ML; VL; ML; ML; ML H; VH; MH; MH; MH 
C10 MH; M; ML; M; ML MH; H; MH; VH; H ML; MH; M; MH; M 
C11 M; MH; M; H; M L; ML; ML; M; ML ML; M; ML; ML; ML 
C12 MH; M; MH; MH; M ML; ML; MH; ML; M H; M; MH; M; M  

Table 10 
FRN criterion functions and the final ranking of alternatives.  

Alt. Q(Ai) Rank 

A1 ([0.2068,0.3460],[0.4318,0.6749],[0.8629,1.3340]) 2 
A2 ([0.1696,0.2829],[0.3584,0.5625],[0.7191,1.1389]) 5 
A3 ([0.2440,0.3754],[0.4671,0.6993],[0.8807,1.3206]) 1 
A4 ([0.1710,0.2826],[0.3668,0.5833],[0.7479,1.2319]) 4 
A5 ([0.1636,0.2449],[0.3218,0.4971],[0.6197,1.0300]) 6 
A6 ([0.2072,0.3293],[0.4095,0.6301],[0.7855,1.2387]) 3  

Table A1 
Aggregated FRN initial matrix.  

Crit. A1 A2 A3 

C1 ([1781,1781], 
[1781,1781], 
[1781,1781]) 

([1724,1724], 
[1724,1724], 
[1724,1724]) 

([1822,1822], 
[1822,1822], 
[1822,1822]) 

C2 ([3.63,5.39], 
[5.66,7.42], 
[7.64,9.06]) 

([4.22,5.64], 
[6.24,7.65], 
[8.22,9.29]) 

([8.25,8.91], 
[9.63,9.96], 
[10.0,10.0]) 

C3 ([4.22,5.64], 
[6.24,7.65], 
[8.22,9.29]) 

([1.27,2.19], 
[3.30,4.25], 
[5.32,6.27]) 

([6.43,8.24], 
[8.30,9.59], 
[9.63,9.96]) 

C4 ([10.3,10.3], 
[10.3,10.3], 
[10.3,10.3]) 

([18.3,18.3], 
[18.3,18.3], 
[18.3,18.3]) 

([21.1,21.1], 
[21.1,21.1], 
[21.1,21.1]) 

C5 ([1315,1315], 
[1315,1315], 
[1315,1315]) 

([277,277],[277,277], 
[277,277]) 

[32,32],[32,32]; 
[32,32]) 

C6 ([5.07,5.68], 
[7.07,7.69], 
[9.04,9.35]) 

([1.06,1.59], 
[3.07,3.66], 
[5.07,5.68]) 

([8.25,8.91], 
[9.63,9.96], 
[10.0,10.0]) 

C7 ([7.32,8.28], 
[9.17,9.65], 
[10.0,10.0]) 

([3.30,5.00], 
[5.31,7.04], 
[7.29,8.68]) 

([1.06,1.59], 
[2.35,3.56], 
[3.63,5.39]) 

C8 ([3.66,4.64], 
[5.68,6.65], 
[7.69,8.66]) 

([2.13,3.59], 
[4.22,5.64], 
[6.24,7.65]) 

([5.66,7.42], 
[7.64,9.06], 
[9.35,9.84]) 

C9 ([5.31,7.04], 
[7.29,8.68], 
[9.17,9.65]) 

([5.31,7.04], 
[7.29,8.68], 
[9.17,9.65]) 

([1.06,1.59], 
[2.35,3.56], 
[3.63,5.39]) 

C10 ([1.06,1.59], 
[2.35,3.56], 
[3.63,5.39]) 

([2.27,4.17], 
[4.39,6.22], 
[6.43,8.24]) 

([1.00,1.00], 
[2.16,2.63], 
[3.30,4.25]) 

C11 ([3.30,5.0], 
[5.31,7.04], 
[7.29,8.68]) 

([1.00,1.00], 
[2.00,2.00], 
[3.00,3.00]) 

([6.43,8.24], 
[8.3,9.59], 
[9.63,9.96]) 

C12 ([5.66,7.42], 
[7.64,9.06], 
[9.35,9.84]) 

([5.66,7.42], 
[7.64,9.06], 
[9.35,9.84]) 

([5.31,7.04], 
[7.29,8.68], 
[9.17,9.65]) 

Crit. A4 A5 A6 

C1 ([1726,1726], 
[1726,1726], 
[1726,1726]) 

([1822,1822], 
[1822,1822], 
[1822,1822]) 

([1794,1794], 
[1794,1794], 
[1794,1794]) 

C2 ([1.27,2.19], 
[2.84,4.25], 
[4.39,6.22]) 

([8.25,8.91], 
[9.63,9.96], 
[10.0,10.0]) 

([5.66,7.42], 
[7.64,9.06], 
[9.35,9.84]) 

C3 ([3.30,4.25], 
[5.32,6.27], 
[7.32,8.28]) 

([1.00,1.00], 
[2.16,2.63], 
[3.30,4.25]) 

([7.69,8.66], 
[9.35,9.84], 
[10.0,10.0]) 

C4 ([17.3,17.3], 
[17.3,17.3], 
[17.3,17.3]) 

([19.9,19.9], 
[19.9,19.9], 
[19.9,19.9]) 

([19.1,19.1], 
[19.1,19.1], 
[19.1,19.1]) 

C5 ([457,457],[457,457], 
[457,457]) 

([162,162],[162,162], 
[162,162]) 

([250,250],[250,250], 
[250,250]) 

C6 ([3.07,3.66], 
[5.07,5.68], 
[7.07,7.69]) 

([1.27,2.19], 
[3.30,4.25], 
[5.32,6.27]) 

([7.07,7.69], 
[9.04,9.35], 
[10.0,10.0]) 

C7 ([5.31,7.04], 
[7.29,8.68], 
[9.17,9.65]) 

([1.59,2.59], 
[3.16,4.64], 
[4.70,6.60]) 

([6.24,7.65], 
[8.22,9.29], 
[9.63,9.96]) 

C8 ([3.63,5.39], 
[5.66,7.42], 
[7.64,9.06]) 

([3.63,5.39], 
[5.66,7.42], 
[7.64,9.06]) 

([2.05,4.10], 
[4.23,6.22], 
[6.29,8.27]) 

C9 ([3.66,4.64], 
[5.68,6.65], 
[7.69,8.66]) 

[1,1],[2.15,2.89], 
[3.18,4.75]) 

([5.31,7.04], 
[7.29,8.68], 
[9.17,9.65]) 

C10 ([1.55,3.29], 
[3.63,5.39], 
[5.66,7.42]) 

([5.66,7.42], 
[7.64,9.06], 
[9.35,9.84]) 

([2.27,4.17], 
[4.39,6.22], 
[6.43,8.24]) 

C11 ([3.30,5.00, 
[5.31,7.04], 
[7.29,8.68]) 

([1.06,1.59], 
[2.65,3.66], 
[4.22,5.64]) 

([1.06,1.59], 
[3.07,3.66], 
[5.07,5.68]) 

C12 ([3.66,4.64], 
[5.68,6.65], 
[7.69,8.66]) 

([1.25,2.88],[3.3,5], 
[5.31,7.04]) 

([3.3,5],[5.31,7.04], 
[7.29,8.68])  
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vector for the main criteria group from Table 5 at the position of the C4 
group of criteria. 

Step 2: The absolute anti-ideal point δAIP is defined based on the 
condition δAIP < min(θ1, θ2, .., θn). The value δAIP = ([0.6,0.6], [0.6,0.6],
[0.6, 0.6] ) is arbitrarily adopted. Since the final values of the weighting 
coefficients depend on the value of δAIP, an analysis of the influence of 
different values of δAIP on the final results of the FRN LAAW-RAFSI 
model was performed. A detailed analysis is shown in the next section 
of the paper. 

Step 3: Using Eq. (14), the ratio vectors are defined X = (γ1, γ2, .., γn), 
Table 7. 

Step 4: By applying Eq. (15), FRN vectors of weight coefficients of the 
criteria are obtained in Table 8. 

The global values of the criteria were obtained by multiplying the 
local values of the main group of criteria with the values of the weight 
coefficients within the corresponding group. Global criterion values are 
used to assess the alternatives using the FRN RAFSI model.  

(b) Alternative ranking – Application of the FRN RAFSI model 

Step 1: The evaluation of alternatives was performed concerning 
twelve criteria. Criteria C2, C3, and C6-C12 are qualitative, and the ex
perts evaluated the alternatives concerning the above criteria using the 
fuzzy linguistic terms presented in Table 4. Criteria C1, C4, and C5 are 
quantitative, and values are defined based on measured values. The 
following section presents expert correspondence matrices that contain 
quality-type criteria as given in Table 9. 

Based on the presented expert preferences, it is evident that there are 
deviations in expert assessments. To consider and exploit the presented 
uncertainties and inaccuracies (see Table 9), expert preferences were 
transformed into fuzzy rough numbers. Using Eqs. (1)–(8) fuzzy expert 
estimates were transformed into FRN values. The fusion of expert 
correspondent matrices into aggregated into FRN initial decision 
matrices (see Table A.1 in Appendix A) was performed using the Bon
ferroni function. 

Step 2: In the following section, the elements of the FRN matrix (see 
Table A.1) were mapped into the criterion intervals. Then, based on 
consensus, the experts defined values χIj and χNj 

for each criterion:  

(a) Ideal values: 
χIC1

= ([1900,1900], [1900,1900], [1900,1900] ); 

χIC2
= χIC3

= χIC6
= χIC8

= χIC9
= χIC11

= χIC12
=

([10,10], [11,11], [12, 12] ); 

χIC4
= ([23,23], [23, 23], [23,23] ); 

χIC5
= ([1400,1400], [1400,1400], [1400,1400] ); 

χIC7
= χIC10

= ([0.2,0.2], [0.5,0.5], [0.8, 0.8] ).  

(b) Anti-ideal values: 
χNC1

= ([1650,1650], [1650,1650], [1650,1650] ); 

χNC2
= χNC3

= χNC6
= χNC8

= χNC9
= χNC11

= χNC12
=

([0.2,0.2], [0.5,0.5], [0.8, 0.8] ); 

χNC4
= ([9, 9], [9, 9], [9, 9] ); 

χNC5
= ([30,30], [30, 30], [30,30] ); 

χNC7
= χNC10

= ([10,10], [11, 11], [12, 12] ); 

Using Eq. (20), the FRN functions are defined, based on which the 
elements of the aggregated FRN initial decision matrix are mapped into 
the criterion interval [ψ1,ψb]. In this study, it was adopted that the ideal 
value of the alternative is six times higher than the anti - ideal value, that 
is ψ1 = 1 and ψb = 6. The procedure for obtaining the FRN criterion 
function for criterion C2 is presented. Since criterion C2 belongs to the 
benefit group, based on Eq. (24), the condition that ψb⩾6, χIC2

= ([10,

Table A2 
Standardized FRN matrix.  

Crit. A1 A2 A3 

C1 ([3.62,3.62], 
[3.62,3.62], 
[3.62,3.62]) 

([2.48,2.48], 
[2.48,2.48], 
[2.48,2.48]) 

([4.44,4.44], 
[4.44,4.44], 
[4.44,4.44]) 

C2 ([2.41,3.19], 
[3.46,4.3], 
[4.63,5.36]) 

([2.67,3.3], 
[3.74,4.41], 
[4.93,5.48]) 

([4.47,4.77], 
[5.35,5.5], 
[5.84,5.84]) 

C3 ([2.67,3.3], 
[3.74,4.41], 
[4.93,5.48]) 

([1.35,1.76], 
[2.34,2.79], 
[3.45,3.94]) 

([3.66,4.46], 
[4.71,5.33], 
[5.65,5.82]) 

C4 ([1.46,1.46], 
[1.46,1.46], 
[1.46,1.46]) 

([4.32,4.32], 
[4.32,4.32], 
[4.32,4.32]) 

([5.32,5.32], 
[5.32,5.32], 
[5.32,5.32]) 

C5 ([5.69,5.69], 
[5.69,5.69], 
[5.69,5.69]) 

([1.9,1.9],[1.9,1.9], 
[1.9,1.9]) 

([1.01,1.01], 
[1.01,1.01], 
[1.01,1.01]) 

C6 ([3.05,3.32], 
[4.13,4.42], 
[5.35,5.51]) 

([1.26,1.5],[2.22,2.5], 
[3.32,3.63]) 

([4.47,4.77], 
[5.35,5.5], 
[5.84,5.84]) 

C7 ([4.05,4.48], 
[5.13,5.36], 
[5.84,5.84]) 

([2.26,3.02], 
[3.29,4.12], 
[4.45,5.16]) 

([1.26,1.5], 
[1.88,2.46], 
[2.59,3.48]) 

C8 ([2.42,2.86], 
[3.47,3.93], 
[4.66,5.15]) 

([1.74,2.39], 
[2.77,3.45], 
[3.92,4.64]) 

([3.31,4.1],[4.4,5.08], 
[5.51,5.75]) 

C9 ([3.16,3.93], 
[4.23,4.9], 
[5.41,5.66]) 

([3.16,3.93], 
[4.23,4.9], 
[5.41,5.66]) 

([1.26,1.5], 
[1.88,2.46], 
[2.59,3.48]) 

C10 ([1.26,1.5], 
[1.88,2.46], 
[2.59,3.48]) 

([1.8,2.65], 
[2.85,3.72], 
[4.01,4.94]) 

([1.23,1.23], 
[1.79,2.02], 
[2.42,2.91]) 

C11 ([2.26,3.02], 
[3.29,4.12], 
[4.45,5.16]) 

([1.23,1.23], 
[1.71,1.71], 
[2.27,2.27]) 

([3.66,4.46], 
[4.71,5.33], 
[5.65,5.82]) 

C12 ([3.31,4.1],[4.4,5.08], 
[5.51,5.75]) 

([3.31,4.1],[4.4,5.08], 
[5.51,5.75]) 

([3.16,3.93], 
[4.23,4.9], 
[5.41,5.66]) 

Crit. A4 A5 A6 

C1 ([2.52,2.52], 
[2.52,2.52], 
[2.52,2.52]) 

([4.44,4.44], 
[4.44,4.44], 
[4.44,4.44]) 

([3.88,3.88], 
[3.88,3.88], 
[3.88,3.88]) 

C2 ([1.35,1.76], 
[2.11,2.79], 
[2.97,3.91]) 

([4.47,4.77], 
[5.35,5.5], 
[5.84,5.84]) 

([3.31,4.1],[4.4,5.08], 
[5.51,5.75]) 

C3 ([2.26,2.69], 
[3.29,3.75], 
[4.47,4.96]) 

([1.23,1.23], 
[1.79,2.02], 
[2.42,2.91]) 

([4.22,4.65], 
[5.22,5.45], 
[5.84,5.84]) 

C4 ([3.96,3.96], 
[3.96,3.96], 
[3.96,3.96]) 

([4.89,4.89], 
[4.89,4.89], 
[4.89,4.89]) 

([4.61,4.61], 
[4.61,4.61], 
[4.61,4.61]) 

C5 ([2.56,2.56], 
[2.56,2.56], 
[2.56,2.56]) 

([1.48,1.48], 
[1.48,1.48], 
[1.48,1.48]) 

([1.8,1.8],[1.8,1.8], 
[1.8,1.8]) 

C6 ([2.16,2.42], 
[3.18,3.47], 
[4.34,4.66]) 

([1.35,1.76], 
[2.34,2.79], 
[3.45,3.94]) 

([3.94,4.22], 
[5.07,5.22], 
[5.84,5.84]) 

C7 ([3.16,3.93], 
[4.23,4.9], 
[5.41,5.66]) 

([1.49,1.94], 
[2.27,2.97], 
[3.13,4.1]) 

([3.57,4.2], 
[4.68,5.19], 
[5.65,5.82]) 

C8 ([2.41,3.19], 
[3.46,4.3], 
[4.63,5.36]) 

([2.41,3.19], 
[3.46,4.3], 
[4.63,5.36]) 

([1.7,2.62], 
[2.78,3.73], 
[3.95,4.95]) 

C9 ([2.42,2.86], 
[3.47,3.93], 
[4.66,5.15]) 

([1.23,1.23], 
[1.79,2.14], 
[2.36,3.16]) 

([3.16,3.93], 
[4.23,4.9], 
[5.41,5.66]) 

C10 ([1.48,2.26], 
[2.49,3.33], 
[3.62,4.52]) 

([3.31,4.1],[4.4,5.08], 
[5.51,5.75]) 

([1.8,2.65], 
[2.85,3.72], 
[4.01,4.94]) 

C11 ([2.26,3.02], 
[3.29,4.12], 
[4.45,5.16]) 

([1.26,1.5], 
[2.02,2.51], 
[2.89,3.61]) 

([1.26,1.5],[2.22,2.5], 
[3.32,3.63]) 

C12 ([2.42,2.86], 
[3.47,3.93], 
[4.66,5.15]) 

([1.34,2.07], 
[2.33,3.14], 
[3.45,4.33]) 

([2.26,3.02], 
[3.29,4.12], 
[4.45,5.16])  
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10], [11,11], [12, 12] ) and χNC2
= ([0.2,0.2], [0.5, 0.5], [0.8, 0.8] ) we get 

that: 

φiC2 =
([

φ(l)−
iC2 ,φ

(l)+
iC2

]
,
[
φ(m)−

iC2 ,φ(m)+

iC2

]
,
[
φ(u)−

iC2 ,φ(u)+
iC2

] )

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

φ(l)−
iC2 = φ(l)+

iC2 = 0.446⋅χiC2 + 0.786
φ(m)−

iC2 = φ(m)+

iC2 = 0.476⋅χiC2 + 0.762
φ(u)−

iC2 = φ(u)+
iC2 = 0.510⋅χiC2 + 0.735 

Similarly, we get the FRN criterion functions of the remaining 
criteria. The criterion functions were used to standardize the criterion 
values from the aggregated FRN initial matrix. Thus, we obtain a stan
dardized FRN matrix by which all matrix elements are translated into an 
interval 1⩽φij⩽6, Table A.2. 

The following section shows the calculation of the element from 
Table A.2 at position C2-A1: 

φA1− C2 =
([

φ(l)−
A1− C2,φ

(l)+
A1− C2

]
,
[
φ(m)−

A1− C2,φ
(m)+

A1− C2

]
,
[
φ(u)−

A1− C2,φ
(u)+
A1− C2

] )

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ(l)−
A1− C2 = 0.446⋅3.63 + 0.786 = 2.41;

φ(l)+
A1− C2 = 0.446⋅5.39 + 0.786 = 3.19;

φ(m)−

A1− C2 = 0.476⋅6.24 + 0.762 = 3.46;
φ(m)+

A1− C2 = 0.476⋅7.65 + 0.762 = 4.30;

φ(u)−
A1− C2 = 0.510⋅8.22 + 0.735 = 4.63;

φ(u)+
A1− C2 = 0.510⋅9.29 + 0.735 = 5.36.

= ([2.41, 3.19], [3.46, 4.3], [4.63, 5.36] )

Similarly, we get the remaining elements from Table A.2. 
Step 3: By using Eq. (25), we normalize the elements of the stan

dardized decision matrix. The arithmetic and harmonic means of the 
elements ψ1 = 1 and ψb = 6 were used to obtain the elements of the 
normalized matrix ℵN =

[
φ̂ij
]

6×12. So we get that A = 3.5 and H = 1.71. 
The elements of the matrix ℵN are reported in Table A.3. 

Step 4: Using Eq. (22), the FRN criterion functions of the alternatives 
(Q(Ai)) are calculated. The FRN values of the alternatives are ranked 
using Eqs. (23) and (24) provided that the alternative with the higher 
value occupies a better rank. The ranking of alternatives is given in 
Table 10. 

A graphical interpretation of the values of the FRN criterion func
tions of the alternatives is shown in Fig. 9. 

Based on the obtained results, A3 is the best solution. In the following 
part, the stability analysis of the obtained solution is performed. Sta
bility analysis, i.e., checking the credibility of the initial solution, is 
performed through four phases, which are presented in the next section. 

5.2. Validation of the results 

There are parameters in decision-making models whose definition 
depends on the subjective assessments of the decision-maker. Further
more, the values of subjectively defined parameters depend on the 
perception of the problem by the decision-maker. Therefore, it is ex
pected that different groups of experts perceive the values of these pa
rameters in different ways. Therefore, the question rightly arises: “Do 
subjectively defined values have a decisive influence on the final re
sults?”. In the following section, subjectively defined parameters in the 
FRN LAAW-RAFSI methodology were identified, and three experiments 
were performed based on the identified parameters:  

– Experiment 1: When calculating the weighting coefficients using 
the FRN LAAW methodology, defining the absolute anti-ideal 
point (δAIP) is necessary. Respecting the condition that 
δAIP < min(θ1, θ2, .., θn). During the calculation of the initial 

Table A3 
Normalized FRN decision matrix.  

Crit. A1 A2 A3 

C1 ([0.52,0.52], 
[0.52,0.52], 
[0.52,0.52]) 

([0.35,0.35], 
[0.35,0.35], 
[0.35,0.35]) 

([0.63,0.63], 
[0.63,0.63], 
[0.63,0.63]) 

C2 ([0.34,0.46], 
[0.49,0.61], 
[0.66,0.77]) 

([0.38,0.47], 
[0.53,0.63], 
[0.7,0.78]) 

([0.64,0.68], 
[0.76,0.79], 
[0.83,0.83]) 

C3 ([0.38,0.47], 
[0.53,0.63], 
[0.7,0.78]) 

([0.19,0.25], 
[0.33,0.4], 
[0.49,0.56]) 

([0.52,0.64], 
[0.67,0.76], 
[0.81,0.83]) 

C4 ([0.21,0.21], 
[0.21,0.21], 
[0.21,0.21]) 

([0.62,0.62], 
[0.62,0.62], 
[0.62,0.62]) 

([0.76,0.76], 
[0.76,0.76], 
[0.76,0.76]) 

C5 ([0.81,0.81], 
[0.81,0.81], 
[0.81,0.81]) 

([0.27,0.27], 
[0.27,0.27], 
[0.27,0.27]) 

([0.14,0.14], 
[0.14,0.14], 
[0.14,0.14]) 

C6 ([0.44,0.47], 
[0.59,0.63], 
[0.76,0.79]) 

([0.18,0.21], 
[0.32,0.36], 
[0.47,0.52]) 

([0.64,0.68], 
[0.76,0.79], 
[0.83,0.83]) 

C7 ([0.15,0.15], 
[0.16,0.17], 
[0.19,0.21]) 

([0.17,0.19], 
[0.21,0.26], 
[0.28,0.38]) 

([0.25,0.33], 
[0.35,0.46], 
[0.57,0.68]) 

C8 ([0.35,0.41], 
[0.5,0.56], 
[0.67,0.74]) 

([0.25,0.34], 
[0.4,0.49], 
[0.56,0.66]) 

([0.47,0.59], 
[0.63,0.73], 
[0.79,0.82]) 

C9 ([0.45,0.56],[0.6,0.7], 
[0.77,0.81]) 

([0.45,0.56],[0.6,0.7], 
[0.77,0.81]) 

([0.18,0.21], 
[0.27,0.35], 
[0.37,0.5]) 

C10 ([0.25,0.33], 
[0.35,0.46], 
[0.57,0.68]) 

([0.17,0.21], 
[0.23,0.3], 
[0.32,0.48]) 

([0.3,0.35], 
[0.43,0.48],[0.7,0.7]) 

C11 ([0.32,0.43], 
[0.47,0.59], 
[0.64,0.74]) 

([0.18,0.18], 
[0.24,0.24], 
[0.32,0.32]) 

([0.52,0.64], 
[0.67,0.76], 
[0.81,0.83]) 

C12 ([0.47,0.59], 
[0.63,0.73], 
[0.79,0.82]) 

([0.47,0.59], 
[0.63,0.73], 
[0.79,0.82]) 

([0.45,0.56],[0.6,0.7], 
[0.77,0.81])  

A4 A5 A6 

C1 ([0.36,0.36], 
[0.36,0.36], 
[0.36,0.36]) 

([0.63,0.63], 
[0.63,0.63], 
[0.63,0.63]) 

([0.55,0.55], 
[0.55,0.55], 
[0.55,0.55]) 

C2 ([0.19,0.25],[0.3,0.4], 
[0.42,0.56]) 

([0.64,0.68], 
[0.76,0.79], 
[0.83,0.83]) 

([0.47,0.59], 
[0.63,0.73], 
[0.79,0.82]) 

C3 ([0.32,0.38], 
[0.47,0.54], 
[0.64,0.71]) 

([0.18,0.18], 
[0.26,0.29], 
[0.35,0.42]) 

([0.6,0.66], 
[0.75,0.78], 
[0.83,0.83]) 

C4 ([0.57,0.57], 
[0.57,0.57], 
[0.57,0.57]) 

([0.7,0.7],[0.7,0.7], 
[0.7,0.7]) 

([0.66,0.66], 
[0.66,0.66], 
[0.66,0.66]) 

C5 ([0.37,0.37], 
[0.37,0.37], 
[0.37,0.37]) 

([0.21,0.21], 
[0.21,0.21], 
[0.21,0.21]) 

([0.26,0.26], 
[0.26,0.26], 
[0.26,0.26]) 

C6 ([0.31,0.35], 
[0.45,0.5], 
[0.62,0.67]) 

([0.19,0.25], 
[0.33,0.4], 
[0.49,0.56]) 

([0.56,0.6], 
[0.72,0.75], 
[0.83,0.83]) 

C7 ([0.15,0.16], 
[0.18,0.2], 
[0.22,0.27]) 

([0.21,0.27], 
[0.29,0.38], 
[0.44,0.57]) 

([0.15,0.15], 
[0.17,0.18], 
[0.2,0.24]) 

C8 ([0.34,0.46], 
[0.49,0.61], 
[0.66,0.77]) 

([0.34,0.46], 
[0.49,0.61], 
[0.66,0.77]) 

([0.24,0.37], 
[0.4,0.53], 
[0.56,0.71]) 

C9 ([0.35,0.41], 
[0.5,0.56], 
[0.67,0.74]) 

([0.18,0.18], 
[0.26,0.31], 
[0.34,0.45]) 

([0.45,0.56],[0.6,0.7], 
[0.77,0.81]) 

C10 ([0.19,0.24], 
[0.26,0.34], 
[0.38,0.58]) 

([0.15,0.16], 
[0.17,0.19], 
[0.21,0.26]) 

([0.17,0.21], 
[0.23,0.3], 
[0.32,0.48]) 

C11 ([0.32,0.43], 
[0.47,0.59], 
[0.64,0.74]) 

([0.18,0.21], 
[0.29,0.36], 
[0.41,0.52]) 

([0.18,0.21], 
[0.32,0.36], 
[0.47,0.52]) 

C12 ([0.35,0.41], 
[0.5,0.56], 
[0.67,0.74]) 

([0.19,0.3], 
[0.33,0.45], 
[0.49,0.62]) 

([0.32,0.43], 
[0.47,0.59], 
[0.64,0.74])  
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Fig. 9. FRN criterion functions Q(Ai).  

Fig. 10. Influence of AAIP on change of rough boundary interval of criteria weights.  
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results, the value of δAIP = ([0.6,0.6], [0.6, 0.6], [0.6, 0.6] ) was 
adopted. The anti-ideal point directly influences the final values 
of the FRN weighting coefficients of the criteria and thus on the 
final results. Therefore, in this experiment, the change in the 
value of δAIP in the interval 0.01≤ δAIP≤1 was simulated. Simul
taneously with the change in values in this experiment, the 
change in the values of the FRN weighting coefficients of the 
criteria and their influence on the change in the initial results 
were monitored.  

– Experiment 2: When defining the fuzzy rough function φij in the 
FRN RAFSI model, it is necessary to define the values of ψb and 
ψ1. The values of ψb and ψ1 represent the ratio. Based on the 
recommendations of Pamucar et al. [51] the value of ψb = 6 is 
adopted, while ψ1 = 1. Based on the defined parameters, the 
initial matrix is standardized in the interval [49,52]. In this 
experiment, the change in the value of ψb in the interval 6≤
ψb≤100 was simulated. At the same time, the influence of the 
change of the mentioned parameter on the change of the final 
results was analyzed.  

– Experiment 3: When transforming fuzzy sets into fuzzy rough 
numbers, it is necessary to adopt the values of the parameters μ1 
and μ2 in Eqs. (3)–(8). When calculating the initial results, the 
values of the parameters μ1 = μ2 = 1 were adopted. In this 
experiment, the change of parameters μ1 and μ2 in the interval 1 
≤ μ1, μ2 ≤ 100 was simulated. At the same time, the influence of 
the change of the mentioned parameters on the change of the 
values of the criterion functions in the FRN RAFSI model was 
analyzed.  

(a) Experiment 1: Change the value of the absolute anti-ideal point (δAIP) 

The absolute-ideal point (AAIP) absolute value is defined in the FRN 
LAAW model to define the fuzzy rough ratio vector. The absolute anti- 
ideal point is defined based on the condition δAIP < min(θ1, θ2, .., θn). 
Based on the fuzzy rough priority vector, the AAIP can take any value 
from the interval 0.01≤ δAIP≤1. In this study, the value of δAIP = 0.6 was 
introduced to calculate the initial results. The value of δAIP = 0.6 was 
adopted based on expert recommendations. 

In this experiment, 99 scenarios were carried out. In the first sce

Fig. 11. Demonstration of the influence of AAIP change on the change in the value of Q(Ai).  

Fig. 12. Influence of change ψb on change of values Q(Ai).  
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Fig. 13. Influence of change of parameters 1 ≤ μ1, μ2 ≤ 75 on change Q(Ai).  

Fig. 14. Comparative presentation of the influence of the change of parameters 1 ≤ μ1, μ2 ≤ 75 on the change Q(Ai).  
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nario, the value of δAIP = 0.01 was adopted, while in each subsequent 
scenario, the value of δAIP was increased by 0.01. Thus, 99 new vectors of 
weight coefficients of the criteria were generated through 99 scenarios. 
Changes in AAIP affect the change in the value of the rough boundary 
weighting interval of the criteria. Since FRN weighting coefficients were 
used in this study, new limits were defined for each of the six segments of 
the fuzzy rough number, within which the weighting of the criteria was 
changed. Fig. 10 shows the dependence of the rough boundary interval 
of the weight coefficients of the criteria on the change in the change of 
AAIP. 

Fig. 10 clearly shows the dependence of the rough boundary 
weighting interval on the change in AAIP. Since the selected AAIP value 
directly affects the final values of the criterion weight coefficients, it is 
expected that a change in AAIP leads to a change in the FRN criterion 
function of the alternatives (Q(Ai)). Fig. 11 comparatively shows the 
changes in the value of Q(Ai) depending on the change in AAIP in the 
interval 0.01≤ δAIP≤1. 

An increase in the value of AAIP in the interval 0.01≤δAIP ≤ 1 leads to 
an increase in the rough boundary interval of the weight coefficients of 
the criteria. Increasing the rough boundary interval of the criteria sim
ulates an increase in inaccuracy and uncertainty in the information, i.e., 
simulates an increase in risk decision-making progress. It can be seen 
from Fig. 11 that an increase in the value of AAIP leads to a proportional 
increase in the value of all criterion functions of the alternatives. Since 
there is a gradual increase in all values of Q(Ai), there is no change in the 
initial solution, so we can conclude that the initial rank A3 > A1 > A6 >

A4 > A2 > A5 is confirmed, i.e. that alternative A3 is the dominant so
lution from the set.  

(b) Experiment 2: Change in value ψb. 

When calculating the initial solution, fuzzy rough functions (φij) 
were used to standardize the values of the initial matrix. To define the 
parameters of the fuzzy rough function, the value ψb = 6 was adopted, i. 
e., all values of the initial matrix were standardized to the interval 

[49,52]. In the next part, an experiment was performed in which the 
change in the value of ψb in the interval 6≤ ψb≤100 was simulated. 
Fig. 12 shows the dependence of the value of ψb on the change in the 
value of Q(Ai) in the interval 6≤ ψb≤100. 

The results in Fig. 12 confirm the dependence of Q(Ai) on the value of 
the parameterψb; however, changes in Q(Ai) are not sufficient. An in
crease in the value of ψb in the interval 6≤ ψb≤100 leads to a constant 
decrease inQ(Ai). During the experiment, the limit value ψb = 100 was 
adopted because it was noticed through a large number of simulations 
that the values do not lead to significant changesQ(Ai). The simulation 
showed the stability of the initial solution, regardless of the drastic 
changes in the value ofψb. It can be seen that the initial solution is stable.  

(c) Experiment 3: Influence of parameters μ1 and μ2 on ranking results 

The parameters μ1 and μ2 are used in Eqs. (3)–(8) to define a rough 
boundary interval (RBI) using Bonferroni functions. The RBI defines the 
degree of uncertainty present in the FRN. Higher RBI values indicate 
more significant uncertainty in the information, while lower values 
indicate less uncertainty [53]. If the RBI has a value of zero, then there is 
no uncertainty in the information, leading to the transformation of the 
FRN into a fuzzy number. For the calculation of the initial results, the 
values of the parameters μ1 = μ2 = 1 were adopted. 

Since the parameters μ1 and μ2 define the intensity of uncertainty in 
the RBI, we can conclude that using μ1 and μ2 defines the intensity of risk 
in the information. An increase in the values of the parameters μ1 and μ2 
simulates the increase in risk when making a decision, while lower 
values represent less uncertainty, ie lower risk intensity. It is expected 
that with the increase of risk intensity in expert assessments, there is a 
change in the value of Q(Ai), which is confirmed through the results 
shown in Fig. 13. 

It is evident from Fig. 14 that the level of risk in the information has a 
significant impact on the values of the criterion functions of the alter
natives in making the final decision. By adopting the values μ1 = μ2 = 1 
in the initial scenario, the optimistic scenario is simulated, since the RBI 

Fig. 15. Comparison of different MCDM approaches.  
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is the smallest for the values μ1 = μ2 = 1, so the inaccuracy and risk in the 
information are the lowest. Fig. 14 shows a comparative change in Q(Ai)

alternatives through 75 scenarios. In the initial scenario, the value of μ1 
and μ2 was adopted, while in each subsequent scenario, the value of μ1 
and μ2 was increased by one. 

Based on their preferences, experts can define different values of the 
parameters μ1 and μ2. However, Fig. 13 indicate that the values of μ1 and 
μ2 should not be minimal. Also, from Fig. 13, we notice that the initial 
rank A3 > A1 > A6 > A4 > A2 > A5 is confirmed through all scenarios. 

5.3. Comparison of different MCDM approaches 

This section presents a comparison of the results of the fuzzy rough 
RAFSI methodology with the results of other multi-criteria techniques in 
the fuzzy and rough environment. The following MCDM techniques 
were used for comparison: fuzzy MABAC (Multi-Attributive Border 
Approximation Area Comparison) model presented by Bozanic et al. 
[36]; rough MABAC model [54]; fuzzy MARCOS (Measurement Alter
natives and Ranking according to the COmpromise Solution) model 
[55]; LMAW (Logarithm Methodology of Additive Weights) method 
presented by Pamucar et al. [43]; and rough SAW (Simple Additive 
Weighting) model presented by Durmic et al. [56]. The same input pa
rameters were used for all applied multi-criteria techniques. The results 
of the evaluation are shown in Fig. 15. 

The results show (see Fig. 15) that the application of all multi-criteria 
techniques confirmed the rank of dominant alternatives. Dominant al
ternatives are the first three alternatives by rank. Identical rank was 
obtained for fuzzy rough RAFSI, fuzzy MABAC, rough MABAC, and 
rough SAW methods. The fuzzy MARCOS and crisp LMAW methods 
showed minor deviations from the initial range proposed by the FRN 
RAFSI technique. These results are expected as MARCOS and LMAW 
techniques apply different normalization techniques to the FRN RAFSI 
methodology. Also, differences in rankings occurred as the applied 
MARCOS, and LMAW techniques did not address uncertainties in the 
home matrix. 

Although all applied multi-criteria techniques have obtained similar 
or identical results, it is necessary to highlight the advantages of the FRN 
RAFSI methodology: (1) Fuzzy rough RAFSI model allows defining 
lower and upper limit rough numbers based on mutual relations be
tween sets of objects; (2) The presented methodology enables the flex
ible presentation of the imprint of uncertainty and definition of the 
degree of risk depending on the dynamic environmental conditions; (3) 
The presented new concept of fuzzy rough numbers has adaptive rough 
boundary intervals that depend on the degree of agreement in expert 
assessments. The adaptability of interval values in the FRN RAFSI 
methodology influences the realistic perception of expert preferences. 
Thus, higher uncertainties in the home matrix increase the uncertainty 
imprint for fuzzy rough numbers, while in the absence of uncertainty, 
the fuzzy rough number is transformed into a classic fuzzy number. In 
addition to the above advantages, the FRN RAFSI model can efficiently 
validate results through a variation of stabilization parameters. This 
provides the possibility of simulating a different risk attitude in the 
decision-maker. 

On the other hand, the traditional crisp, fuzzy and rough method
ologies used to compare the results do not have the possibility of flexible 
processing of interval values. For example, fuzzy MARCOS and MABAC 
methodologies apply to fuzzy numbers with predefined interval values. 
Also, fuzzy MARCOS and MABAC methodologies require additional 
operators to fuse fuzzy numbers, thus eliminating some of the uncer
tainty and generalizing data. The situation is similar with rough MABAC, 
RAFSI, SAW, and LMAW methodologies. Based on all the above, we can 
conclude that the FRN RAFSI method is more suitable for solving real
istic decision problems. 

6. Conclusion and future directions 

This study aims to propose an efficient fuzzy rough number based 
MCDM model based on LAAW and RAFSI method for solving the site 
selection problem of floating PV. The proposed FRN based decision 
making model is composed of two main phases. In the first phase, the 
criteria weights are calculated using the FRN LAAW method. In the 
second phase, FRN RAFSI method is applied to rank the alternatives. 

Determination of suitable location for floating PV power plant was 
carried out using the proposed decision making model. Criteria such as 
sun potential, grid connectivity, environmental loads and bathymetry 
were taken into account via GIS based software. Following this, suitable 
locations pointed out on a map with site suitability weighting factors 
and ranking. As the result of this comprehensive analysis, Manavgat- 
Antalya, which is already concluded as a strong alternative by other 
researchers before in solar potential studies, is found to be the best 
suitable site for a Floating PV Power Plant in Southern part of Turkey 
[57]. The last five alternatives in the analysis are Göksun-Karaman, 
Çine-Aydın, Güney-Denizli, Bucak-Burdur and Dalaman-Muğla. It 
should be noted that together with technical solar potential, distance to 
grid directly affected results. While A3 is the top one, A5 is the last one 
due to its long distance to existence grid lines. It should be kept in mind 
that the “best site” or the “most suitable site” is identified according to 
the site selection criteria in this study while cost and feasibility are not 
included. 

Outputs of the research can be used by the Ministry of Energy and 
Natural Resources for energy development plan and it can be a road map 
for further investments. Better utilization of floating PV system will put 
forward Turkey’s favorable geographic location and coastline. As the 
new sector develops, it will also trigger economic growth and provide 
employment opportunities across the countries. 

The results show that the proposed model is a powerful tool for 
rational and objective decision-making. The generalization of the pro
posed methodology implies the possibility of adapting the model to 
different multi-criteria problems. Thus, the proposed mathematical 
model (fuzzy rough LMAAW RAFSI) has a high degree of generalization 
from the aspect of adaptability to various multi-criteria problems. Also, 
the transformation of expert preferences into fuzzy rough numbers 
consists of several iterations through which the boundary intervals of 
fuzzy rough numbers are defined. In general, the algorithm for reasoning 
and transformation of uncertainty proposed in this study should enable 
as much information as possible to be processed with fewer iterations. 
This achieves a compromise between generalization and efficiency. 
Thus, the degree of a generalization depends on the degree of knowledge 
of the problem by the decision-maker. However, it is assumed that group 
decision-making involves experts who have sufficient experience and 
knowledge based on which they can provide relevant information to 
solve the problem, which in turn affects the degree of generalization. 

However, in addition to the apparent advantages of the presented 
method, there are certain limitations. One of the limitations of the fuzzy 
rough LAAW RAFSI methodology is the inability to represent the in
terrelationships between the criteria. Therefore, it is necessary to focus 
further research towards implementing classical and hybrid Bonferroni 
and Heronian functions in the RAFSI methodology. The application of 
Bonferroni and Heronian functions for the fusion of elements of the 
weighted matrix in the fuzzy rough RAFSI model would enable the 
representation of mutual connections between criteria. Thus, it would 
further improve the flexibility of the RAFSI model. In addition, further 
research should focus on enhancing the adaptability of the fuzzy rough 
RAFSI methodology by implementing Dombi, Einstein, and Hamacher 
norms. Also, an exciting direction for further research is the imple
mentation of neutrosophic and gray sets in the LAAW RAFSI 
methodology. 

Site selection studies carried out using MCDM methods play an 
important role as a first step of preliminary analysis for all types of 
renewable energy systems. They can serve as a basis for detailed 
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feasibility analysis, help guidelines for policy and regulation, have the 
capacity to engender new directions for a particular renewable energy 
system. By doing this, they serve as the grounds for future research. 
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Appendix A 

See Tables A1–A3. 

Appendix B 

At the position of criterion C4 in Table 4, fuzzy values were obtained θ̃
(1)
C4 = θ̃

(4)
C4 = (3, 5,7) andθ̃

(2)
C4 = θ̃

(3)
C4 = θ̃

(5)
C4 = (5, 7,9). Based on the fuzzy 

values, three sequences were formedθ(l)C4 = {3,3, 5,5, 5}, θ(m)

MC2 = {5,5,7, 7,7} andθ(u)MC2 = {7,7,9, 9,9}. Using the Eqs. (1)–(8) and provided that μ1 = μ 
2 = 1, we can calculate the lower and upper limit fuzzy sequences:  

(a) Lower limits: 
Lim(θ(1)(l)C4 ) = Lim(θ(4)(l)C4 ) = 3.00; 

Lim(θ(2)(l)C4 ) = Lim(θ(3)(l)C4 ) = Lim(θ(5)(l)C4 ) =
(

1
5

{
3⋅(3⋅5⋅5⋅5)1/4

+ 3⋅(3⋅5⋅5⋅5)1/4
+ ...+ 5⋅(3⋅3⋅5⋅5)1/4

})1/2
= 4.11; 

Lim(θ(1)(m)

C4 ) = Lim(θ(4)(m)

C4 ) = 5.00; 

Lim(θ(2)(m)

C4 ) = Lim(θ(3)(m)

C4 ) = Lim(θ(5)(m)

C4 ) =
(

1
5

{
5⋅(5⋅7⋅7⋅7)1/4

+ 5⋅(5⋅7⋅7⋅7)1/4
+ ...+ 7⋅(5⋅5⋅7⋅7)1/4

})1/2
= 6.14; 

Lim(θ(1)(u)C4 ) = Lim(θ(4)(u)C4 ) = 7.00; 

Lim(θ(2)(u)C4 ) = Lim(θ(3)(u)C4 ) = Lim(θ(5)(u)C4 ) =
(

1
5

{
7⋅(7⋅9⋅9⋅9)1/4

+ 7⋅(7⋅9⋅9⋅9)1/4
+ ...+ 9⋅(7⋅7⋅9⋅9)1/4

})1/2
= 8.16.  

(b) Upper limits: 

Lim(θ(1)(l)C4 ) = Lim(θ(4)(l)C4 ) =
(

1
5

{
3⋅(3⋅5⋅5⋅5)1/4

+ 3⋅(3⋅5⋅5⋅5)1/4
+ ...+ 5⋅(3⋅3⋅5⋅5)1/4

})1/2
= 4.11; 

Lim(θ(2)(l)C4 ) = Lim(θ(3)(l)C4 ) = Lim(θ(5)(l)C4 ) = 5.00; 

Lim(θ(1)(m)

C4 ) = Lim(θ(4)(m)

C4 ) =
(

1
5

{
5⋅(5⋅7⋅7⋅7)1/4

+ 5⋅(5⋅7⋅7⋅7)1/4
+ ...+ 7⋅(5⋅5⋅7⋅7)1/4

})1/2
= 6.14; 

Lim(θ(2)(m)

C4 ) = Lim(θ(3)(m)

C4 ) = Lim(θ(5)(m)

C4 ) = 7.00; 

Lim(θ(1)(u)C4 ) = Lim(θ(4)(u)C4 ) =
(

1
5

{
7⋅(7⋅9⋅9⋅9)1/4

+ 7⋅(7⋅9⋅9⋅9)1/4
+ ...+ 9⋅(7⋅7⋅9⋅9)1/4

})1/2
= 8.16 

Lim(θ(2)(u)C4 ) = Lim(θ(3)(u)C4 ) = Lim(θ(5)(u)C4 ) = 9.00. 

FRNs can be are defined: 

θ(1)C4 = θ(4)C4 = ([3, 4.11], [5, 6.14], [7,8.16] ); 

θ(2)C4 = θ(3)C4 = θ(3)C4 = ([4.11,5], [6.14,7], [8.16,9] ). 

Using the Eq. (13), the fusion of FRNs is applied, and an aggregate value is obtainedθC4 =
([

θ(l)−C4 , θ(l)+C4

]
,
[
θ(m)−

C4 , θ(m)+

C4

]
,
[
θ(u)−C4 , θ(u)+C4

] )
=

([3.66,4,64], [5.68,6.65], [7.69,8.66] ). The application of Bonferroni function (13) for FRN sequence (θ(l)−C4 ) fusion is as follows: 

θ(l)−
C4 =

(
1

5(5 − 1)
(3⋅3 + 3⋅4.11 + 3⋅4.11 + ...+ 4.11⋅4.11)

) 1
1+1

= 3.66 
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The remaining sequencesθ(l)+
C4 ,θ(m)−

C4 ,θ(m)+

C4 , θ(u)−
C4 and θ(u)+

C4 were obtained similarly. Therefore, the aggregated FRN priority vector is presented in 
Table 5. 
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