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Abstract. This paper explores the application of machine learning in predicting 

obesity, a significant global health concern. We specifically examine the impact 

of three feature selection methods — InfoGain, Chi-squared, and ReliefF, on the 

performance of classification models using Random Forest and Logistic Regres-

sion algorithms. By analyzing an obesity dataset categorized into three and seven 

classes, we identify key features that contribute to model accuracy. The models 

are evaluated using several metrics: Accuracy, Precision, Recall, Specificity, 

Sensitivity, and Balanced Accuracy. The findings highlight the role of feature 

selection in model performance, with the Random Forest algorithm achieving the 

highest accuracy rate of 96.7%. 

Keywords: feature selection, machine learning, classification algorithms, obe-

sity 

1 Introduction 

The role of machine learning (ML) in healthcare continues to prove its significance and 

efficacy in various critical areas. By analyzing vast amounts of patient records, lab re-

sults, and treatment histories, ML uncovers patterns and trends that otherwise are easy 

to miss. This process aids in early disease detection, enables personalized treatment 

plans, improves patient outcomes, and reduces healthcare costs [25]. In this paper, we 

explore how ML can be used for predicting obesity. 

Overweight refers to an excess of fat deposits. Obesity is a chronic and intricate 

condition characterized by excessive fat accumulation that can negatively impact 

health. Both are diagnosed by calculating body mass index (BMI) using the formula 

weight divided by height [28]. The transition from being lean to becoming obese trig-

gers changes in adipose tissue, leads to chronic inflammation and increases the risk of 

cardiovascular diseases, and contributes to conditions such as stroke. Moreover, obesity 

is a major factor in insulin resistance, a key element in type 2 diabetes and metabolic 

syndrome. Additionally, obesity is linked to various cancers including colorectal, pan-
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creatic, kidney, and endometrial [8]. According to the [28], obesity among adults world-

wide has doubled since 1990, and obesity among adolescents has increased fourfold, 

resulting in 2.5 billion overweight adults of whom 890 million are living with obesity. 

The research objective of our study is to evaluate the effectiveness of feature selec-

tion methods Chi-squared, InfoGain, and ReliefF in predicting obesity using Random 

Forest (RF) and Logistic Regression (LR) algorithms. The research purpose is to 

demonstrate that these methods can identify relevant features crucial for accurate obe-

sity prediction, leading to high-performance models. This is achieved through experi-

ments in Weka, assessing how feature selection methods impact model performance as 

dataset complexity increases from 3 to 7 classes.  

This paper is structured as follows: in Section 2 we review the literature. Section 3 

outlines the dataset, ML algorithms, and feature selection methods that are used. The 

experimental results and discussion are presented in Section 4 and Section 5 respec-

tively, while Section 6 concludes the paper. 

2 Related Work 

Feature selection methods such as InfoGain, ChiSquare, and ReliefF have been applied 

in various domains to identify significant features, such as in cancer data [14], heart 

disease [21], bank data [23], and network traffic [26]. Moreover, numerous studies have 

employed Random Forest [5, 7, 19, 26] or Logistic Regression [4, 5, 10, 19, 21, 26] 

algorithms to construct predictive models, often evaluating their effectiveness through 

metrics like accuracy, precision, recall, and F1 score. In addition, many studies have 

utilized the Weka software for model development [1, 10, 14, 15, 18, 21], highlighting 

its role as a popular tool for machine learning tasks, including feature selection and 

model building. 

[12] reviewed feature selection methods for medical dataset classification, highlight-

ing challenges in balancing feature relevance and computational complexity and stress-

ing the importance of efficient feature selection.  

[7] studied obesity in Bangladesh and classified it as low, medium, or high, using 

80% of their dataset for training and the rest for testing, comprising 1100 entries from 

diverse sources. They tested various ML algorithms and found that LR had the highest 

Accuracy of 97,09% after applying PCA. [19] used R software to evaluate LR and RF 

algorithms on an imbalanced dataset of obesity risk factors, predicting obesity as a bi-

nary classification problem. Resampling techniques were employed, with RF outper-

forming LR in Precision, Recall, F1 score, and Balanced Accuracy, particularly with 

imbalanced data. 

[15] emphasized feature selection’s importance in ML and proposed a new algorithm 
based on conditional mutual information. The testing was performed in Weka. [18] fo-

cused on breast cancer classification Accuracy using feature selection and ML algo-

rithms. Their focus was on wrapper selection methods in Weka, noting increased Ac-

curacy with feature selection for Bayes Network but decreased Accuracy for SVM. [21] 

used Weka and algorithms Bayes Net, LR, SGD, and KNN with feature selection meth-

ods Chi-squared, ReliefF, and Symmetrical uncertainty to predict if the patient has heart 
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disease. [26] studied Intrusion Detection Systems performance with feature selection 

methods Chi-squared, InfoGain, and Recursive Feature Elimination coupled with dif-

ferent ML classifiers. Feature selection methods improved model performance across 

various classifiers, confirming the importance of feature selection methods. However, 

the study [23] investigated how the GINI index and InfoGain affect classification Ac-

curacy in the Decision Tree classifier algorithm and concluded that irrespective of da-

taset imbalance, the classification Accuracy remains consistent between models using 

the GINI index and InfoGain. [14] compared the PCA-IG model with traditional feature 

selection methods Gain Ratio, ReliefF, and CfsSubset on breast cancer data using 

Weka. PCA-IG outperformed in Accuracy, Precision, Recall, and training time when it 

comes to models built with other classifiers.  

When it comes to obesity prediction, several studies have explored the effectiveness 

of different ML algorithms and feature selection methods. [1] explored ML algorithms 

for classifying childhood obesity in 6-year-old school children in Malaysia using clas-

sifiers: Naïve Bayes, Bayes Net, J48, MLP, and SMO. Feature selection methods used 

are CfsSubsetEvaluator and Consistency in Weka. The study found that feature selec-

tion methods with genetic search enhanced accuracy, with J48 achieving the highest 

Accuracy at 82,72%. Similarly, [10] analyzed obesity risk factors using PRMT in 

Weka, identifying Naïve Bayes with 99,2% Accuracy as the best classifier for predict-

ing obesity risk based on factors such as age, BMI, and lifestyle. Chi-square was used 

to select relevant features and the classifiers built were Naïve Bayes, KNN, Kstar, 

ZeroR, Random Tree, and LR.  

Some studies have utilized UCI Machine Learning dataset for obesity-related re-

search. [3] proposed a model that integrates data mining techniques, including Ex-

tremely Randomized Trees, Multilayer Perceptron, and XGBoost, implemented in Py-

thon to detect and predict obesity levels. The dataset utilized originates from the UCI 

Machine Learning Repository. Similarly, [5] used the same UCI dataset and applied 

machine learning algorithms such as LR, RF, Decision Tree, SVM, Gradient Boosting, 

and Ada Boost. Based on evaluation metrics like accuracy, precision, recall, and F1 

score, the results indicated that the Logistic Regression model achieved the highest pre-

diction accuracy. Additionally, [4] employed Decision Trees, Logistic Regression, and 

KNN for prediction using the same dataset. However, studies [4] and [5] do not employ 

feature selection methods, whereas [3] utilizes Recursive Feature Elimination as a 

wrapper-type feature selection algorithm. 

In comparison to prior studies, our work shares several similarities and notable dif-

ferences. Similarities include the utilization of RF and LR machine learning algorithms 

and datasets similar to those commonly used in obesity prediction studies. Additionally, 

we adopt feature selection methods akin to those explored in prior works. However, our 

study stands out in several aspects. Firstly, we examine a dataset with 3 classes, diverg-

ing from the predominant focus on binary classification. Furthermore, we extend our 

investigation to a dataset with 7 classes, offering a perspective on model performance 

across a broader spectrum of obesity classification. Finally, our work introduces an ex-

panded set of evaluation metrics. While previous research often relies on Accuracy, 

Precision, and Recall, we incorporated Sensitivity and Specificity metrics and empha-

sized the use of Balanced Accuracy. 
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3 Research Methodology 

This section is divided into three parts: a description of the dataset, an overview of the 

machine learning algorithms used, and an explanation of the feature selection methods 

employed. 

3.1 Dataset 

The dataset was obtained from the UCI Machine Learning Repository [16], containing 

2111 instances and 17 features. Feature descriptions are given in Table 1. 

Table 1. Dataset feature description 

Feature name Type Values Description 

Gender Nominal Male, Female  

Age Numeric 14 – 61  

Height Numeric 145 – 199 Height in cm 

Weight Numeric 39 – 173 Weight in kg 

Family_history Nominal Yes, No  

FAVC Nominal Yes, No 
Frequent caloric food 

intake 

FCVC Integer 1 – 3 Frequency of vegetables 

NCP Integer 1 – 4 Number of main meals 

CAEC Nominal 
No, Sometimes, 

Frequently, Always 
Food between meals 

SMOKE Nominal Yes, No  

SCC Nominal Yes, No 
Caloric consumption 

monitoring 

CH2O Numeric 1 – 3 Daily water intake 

FAF Numeric 0 – 3 
Physical activity 

frequency 

TUE Numeric 0 – 2 Time using technology 

CALC Nominal 
No, Sometimes, 

Frequently, Always 
Consumption of alcohol 

MTRANS Nominal 

Public Transport, 

Automobile,  

Walking, Bike,  

Motorbike 

 

 

The original target variable had seven values: Insufficient_weight, Normal_weight, 

Overweight_level_I, Overweight_level_II, Obesity_level_I, Obesity_level_II, and 

Obesity _level_III. Based on these values, a new target variable named Obesity_Risk 

was created, containing three possible values: Not_obese (Insufficient and Nor-

mal_weight), Overweight (Overweight_level_I and Overweight_level_II), and Obese 

(other values). The dataset was prepared by removing inadequate values, resulting in 
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1984 instances. The removed instances included unrealistic values for weight or height 

and values that were inconsistent when considering weight, height, and age together. 

Among these, there are 895 obese individuals, 546 overweight individuals, and 543 

individuals with normal or insufficient weight. The inclusion of Weight and Height as 

features in the model was guided by recommendations from an internal medicine spe-

cialist and a comprehensive review of existing literature. Notably, studies [7, 10] have 

also incorporated weight in obesity prediction models. 

The experiment was conducted in Weka. Based on the previous studies [10, 14], we 

chose Chi-squared, InfoGain, and ReliefF. These feature selection methods were em-

ployed to determine the 5, 8, and 12 most relevant features. Subsequently, classifiers 

were created using these features and the RF and LR algorithms. Our dataset encom-

passed 3 classes initially, with subsequent testing performed using the same dataset but 

expanded to include 7 original classes. 

3.2 Machine Learning Algorithms 

Random Forest and Logistic Regression are widely used machine learning algorithms 

for building predictive models across various domains [4, 5, 19, 21, 26], displaying 

strong predictive capabilities and consistent performance. These algorithms have also 

proven effective in prior research [7, 10] for predicting obesity. Our decision to use RF 

and LR was motivated by these studies, leading us to select these two algorithms as the 

foundation for our analysis. 

A Random Forest is an ensemble learning method consisting of decision trees, col-

lectively forming a “forest”. Each decision tree within the forest is constructed using a 
random subset of features at each node. During the classification phase, each tree pro-

vides a vote and the class receiving the majority of votes is selected as the final predic-

tion [9]. 

Logistic regression is a statistical method for analyzing the relationship between an 

outcome and multiple explanatory variables. This approach calculates each variable's 

impact on the odds ratio of the observed event, enabling the examination of how dif-

ferent factors collectively influence the outcome, avoiding the pitfalls of analyzing var-

iables in isolation [22]. 

3.3 Feature Selection Methods 

Feature selection methods belong to a filter category that evaluates the relevance of 

features based on the inherent properties of the data. They are characterized by their 

speed, scalability, and independence from particular learning algorithms, requiring se-

lecting features once and then assessing their effectiveness using different classifiers 

[12]. The selection methods used in this paper are filter methods: InfoGain, Chi-

squared, and ReliefF. 

To understand InfoGain, it is required to explain entropy. Defined by [20], entropy 

is a measure of the uncertainty or randomness in a dataset. In classification tasks, en-

tropy quantifies the amount of impurity or disorder in a set of examples. If a dataset 
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contains instances that belong to different classes, the entropy will be higher. Con-

versely, if all instances belong to a single class, the entropy will be zero, indicating no 

uncertainty. 

InfoGain is a metric that quantifies the reduction in entropy achieved by splitting the 

data based on a particular feature. It is used to determine how well a feature separates 

the data into classes. InfoGain is calculated as the difference between the entropy of the 

dataset before the split and the weighted sum of the entropies after the split. A higher 

InfoGain indicates that the feature is more useful for classification as it reduces uncer-

tainty (or entropy) about the target class after the split [23]. In other words, the feature 

is more informative for classifying the instances. 

The Chi-square statistic is a test that measures the degree of association between 

categorical variables. It evaluates how much the observed data deviates from what 

would be expected under the null hypothesis, which assumes that the two categorical 

variables are independent. A high value indicates a significant difference between the 

observed and expected frequencies, suggesting that there is a strong association be-

tween the variables. Low value, on the other hand, suggests that the observed and ex-

pected frequencies are close, indicating that the variables are likely independent or have 

a weak association. 

In machine learning, the Chi-square test is commonly used to select the most im-

portant features when dealing with categorical data. The Chi-square statistic is com-

puted for each feature by comparing the observed frequencies (actual data) with the 

expected frequencies (what would be expected if the feature was independent of the 

class labels). Features are ranked based on their Chi-square values. Features with higher 

Chi-square values are considered more relevant as they have a stronger correlation with 

the target variable [13]. This ranking can guide the selection of features to use in model 

building. Although the Chi-square test is a powerful tool for feature selection, it does 

have some limitations such as assuming independence of observations, sensitivity to 

sample size and applicability to categorical data only. 

The Relief algorithm is a feature selection method that assesses how well features 

distinguish nearby instances. The key idea behind Relief is to evaluate the relevance of 

features by considering their ability to separate instances that are similar (neighbors) 

but belong to different classes. The algorithm randomly selects an instance from the 

dataset. The nearest hit is the closest instance to the selected instance that belongs to 

the same class. The nearest miss is the closest instance to the selected instance that 

belongs to a different class. For each feature, the algorithm updates a weight based on 

its ability to distinguish between the selected instance and its nearest hit and miss [11]. 

If a feature has a similar value for the selected instance and the nearest hit (same class), 

it is less useful and its weight is decreased. After sampling different instances, the al-

gorithm aggregates the feature weights, ranking them according to their ability to dif-

ferentiate between instances of different classes. 

While the original Relief algorithm is effective, it has several limitations. ReliefF is 

an extension of the original algorithm designed to address its limitations. Key enhance-

ments in ReliefF are (1) multi-class capability, (2) dealing with missing values, (3) use 

of multiple neighbors, (4) noise resilience and (5) weight update mechanism [17]. 
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4 Experimental Results 

For both datasets, selection methods InfoGain, Chi-squared, and ReliefF were em-

ployed using the entire dataset. This approach was chosen because if feature selection 

is conducted solely on the training set, the selected features or their importance rankings 

may vary significantly with different random states of the train-test split. This variabil-

ity can lead to inconsistencies in feature selection, making it difficult to generalize the 

importance of features. Additionally, evaluating feature importance on the entire da-

taset provides a more accurate assessment of which features are generally influential. 

This approach is supported by several studies in literature, including [6, 15, 24]. 

The experiment was done in Weka, using 10-fold cross-validation, meaning that the 

dataset is divided into 10 equal-sized subsets. Then, the model is iteratively trained on 

nine of these subsets and its performance is evaluated on the remaining subset [2]. This 

method was chosen because it provides a more robust estimate of the model’s perfor-
mance compared to a single train-test split.  

The metrics observed are Accuracy, Precision, Recall, Specificity, Sensitivity, and 

Balanced Accuracy. Accuracy is the measure of correctly classified instances. Precision 

reflects the accuracy of positive predictions, while Recall (Sensitivity) quantifies the 

model's ability to identify positive instances. Specificity evaluates the model's capabil-

ity to correctly identify negative instances. Balanced Accuracy is the mean accuracy 

considering Sensitivity and Specificity, offering a balanced assessment of model per-

formance, especially in scenarios with imbalanced class distributions [27]. Apart from 

Accuracy, Precision, and Recall which are commonly observed metrics, we incorpo-

rated the Specificity metric to assess the model’s ability to differentiate instances not 
belonging to a specific class. This is crucial in applications where the cost of false pos-

itives is high, such as in medical diagnostics. Furthermore, we included Balanced Ac-

curacy, which can be a valuable metric when there is not a similar balance among clas-

ses within the dataset. Balanced Accuracy provides a more equitable measure of per-

formance by considering both Sensitivity and Specificity, ensuring that the model is 

not biased towards the majority class. This is essential for creating robust models that 

perform well across all classes. 

In this section, the findings are discussed first for the 3-class dataset, followed by an 

analysis of the results obtained from the dataset with 7 classes. 

 

4.1 Results with 3-class Target Variable 

Feature ranking based on the method is given in Table 2. It can be noted that Chi-

squared and InfoGain give similar rankings, while ReliefF results differ. This difference 

can be featured in the underlying methodologies used. Chi-square and InfoGain both 

rely on statistical measures to assess the relevance of features. On the other hand, Re-

liefF focuses on evaluating feature relevance by considering values between nearest 

neighbors from the same and different classes. 
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Table 2. Feature ranking for 3-class dataset 

Rank InfoGain Chi-squared ReliefF 

1 Weight Weight Weight 

2 Family_history CAEC Family_history 

3 CAEC Family_history CAEC 

4 Age Age FCVC 

5 NCP NCP NCP 

6 FAF FAF TUE 

7 FAVC FAVC FAF 

8 TUE TUE Height 

9 FCVC FCVC Age 

10 SCC Height CH2O 

11 Height MTRANS MTRANS 

12 MTRANS SCC FAVC 

13 CALC CALC Gender 

14 Gender Gender SCC 

15 CH2O CH2O CALC 

16 SMOKE SMOKE SMOKE 

 

Weight, Family_history, CAEC, and NCP consistently rank in the top five features 

across all three methods, meaning these features are highly influential in predicting and 

understanding obesity in the dataset. Age, FAF, and TUE consistently rank high, but 

with slight variations in their specific orders across methods. Gender, CALC, and 

SMOKE consistently rank towards the bottom, suggesting that they have minimal di-

rect impact. MTRANS, FCVC, CH2O, SCC, Height, and FAVC are features whose 

rankings fluctuate the most across different feature selection methods. This fluctuation 

in rankings indicates that these features may have varying degrees of influence on pre-

dicting or understanding obesity depending on the specific methodology used for fea-

ture selection. 

The ReliefF feature selection method produces distinct rankings compared to In-

foGain and Chi-squared, particularly in the middle and lower ranks. While Weight, 

Family_history, CAEC, and NCP remain consistently influential, appearing in the top 

five across all methods, the ReliefF method shows variability with other features. No-

tably, FCVC and TUE, ranked fourth and sixth by ReliefF, contrast with their more 

consistent middle rankings by InfoGain and Chi-squared. Features such as Height, 

FAVC, and SCC exhibit significant ranking shifts under ReliefF, suggesting their in-

fluence on predicting obesity varies notably with this method. 

Results for models built with InfoGain and Chi-squared feature rankings are given 

in Table 3. In terms of performance metrics, RF constantly outperforms LR. For 5 and 

8 features, RF significantly outperforms LR, indicating that even with fewer features 

RF can effectively capture the complexities of the dataset better than LR. Both classi-

fiers exhibit improvement as the number of features increases and achieve the best re-

sults for 12 features, with RF achieving the highest Accuracy at 96,6%. The Balanced 

Accuracy values are high, suggesting a well-rounded performance across all classes, 
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with minimal bias towards any specific class. Models built using Chi-squared feature 

ranking show the same results. The similarity in performance can be attributed to the 

small variation in feature rankings between Chi-squared and InfoGain, proving their 

correlation. 

Table 3. RF and LR results using InfoGain and Chi-squared ranking 

InfoGain, 

Chi-squared 
Accuracy Precision Recall Specificity Sensitivity BA 

5 features 

RF 90,4% 90,4% 90,4% 95,4% 90,4% 92,9% 

LR 83,6% 84,2% 83,6% 91,9% 83,6% 87,8% 

8 features 

RF 91,6% 91,6% 91,6% 96% 91,6% 93,8% 

LR 85% 85,6% 85% 92,6% 85% 88,8% 

12 features 

RF 96,6% 96,6% 96,6% 98,5% 96,6% 97,6% 

LR 96,2% 96,2% 96,2% 98,3% 96,2% 97,3% 

 

Results for models built using ReliefF ranking are given in Table 4. Models demon-

strate overall higher performance, but also more variations compared to results obtained 

using InfoGain and ChiSquare feature ranking. RF still achieves higher results than LR. 

For both algorithms increasing the number of features from 5 to 8 leads to significant 

improvements in model performance. Both models give the best results with 8 features 

used, with RF achieving the highest Accuracy at 96,7%. Eight features that demonstrate 

the best performance are: Weight, Family_history, CAEC, FCVC, NCP, TUE, FAF, 

and Height. The Specificity metric values, exceeding 92%, indicate the model's profi-

ciency in minimizing false positives, while the high Balanced Accuracy suggests the 

model's ability to make precise predictions across all classes.  

Table 4. RF and LR results using ReliefF ranking 

ReliefF Accuracy Precision Recall Specificity Sensitivity BA 

5 features 

RF 86,9% 86,9% 86,9% 93,3% 86,9% 90,1% 

LR 83,8% 84,4% 83,8% 92,1% 83,8% 88% 

8 features 

RF 96,7% 96,7% 96,7% 98,5% 96,7% 97,6% 

LR 96,6% 96,6% 96,6% 98,5% 96,6% 97,6% 

12 features 

RF 96,6% 96,6% 96,6% 98,5% 96,6% 97,6% 

LR 95,8% 95,8% 95,8% 98,2% 95,8% 97% 
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4.2 Results with 7-class Target Variable 

In this section, we show the model performance variations when using a 7-class dataset. 

The evaluation metrics used are Accuracy and Recall, as we primarily focus on feature 

selection rather than assessing overall model performance. Feature ranking based on 

the method is given in Table 5. Again, Chi-squared and InfoGain give similar rankings, 

while ReliefF results differ.  

Table 5. Features ranking for 7-class dataset 

Rank InfoGain Chi-squared ReliefF 

1 Weight Weight Gender 

2 Age Age Weight 

3 FCVC FCVC FCVC 

4 Gender CAEC Family_history 

5 CAEC Gender CAEC 

6 Family_history Family_history CALC 

7 NCP Height MTRANS 

8 Height NCP NCP 

9 CALC FAF Height 

10 FAF CALC TUE 

11 MTRANS MTRANS Age 

12 TUE TUE FAF 

13 FAVC FAVC FAVC 

14 SCC SCC CH2O 

15 CH2O CH2O SCC 

16 SMOKE SMOKE SMOKE 

 

Models constructed using InfoGain and Chi-squared consistently produce similar re-

sults, despite differences in feature ranking. Notably, when selecting subsets of 5, 8, 

and 12 features, both methods identify the same groups of features. RF still achieves 

higher results than LR. For both algorithms, increasing the number of features from 5 

to 8 leads to significant improvements, with RF achieving the highest Accuracy at 94% 

with 8 features. However, Accuracy decreases going from 8 to 12 features for both 

classifiers (Table 6).  

Table 6. RF and LR results using InfoGain and Chi-squared ranking, 7-class dataset 

InfoGain, Chi-squared Accuracy Recall 

5 features 

RF 85,4% 85,4% 

LR 73,8% 73,8% 
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8 features 

RF 94% 94% 

LR 91,5% 91,5% 

12 features 

RF 93,6% 93,6% 

LR 91,3% 91,3% 

 

Using ReliefF for feature selection, there is a more pronounced improvement in Accu-

racy and Recall as the number of features increases (Table 7). Both RF and LR models 

exhibit significant enhancements in performance from 5 to 8 features and further im-

provements at 12 features. The best Accuracy at 93,6% is achieved with RF, using 12 

features. 

Table 7. RF and LR results using ReliefF ranking, 7-class dataset 

ReliefF Accuracy Recall 

5 features 

RF 79% 79% 

LR 73,9% 73,9% 

8 features 

RF 86,5% 86,5% 

LR 75,1% 75,1% 

12 features 

RF 93,6% 93,6% 

LR 91,3% 91,3% 

5 Discussion 

In both datasets, Weight, Age, CAEC, and Family_history maintain relatively high 

rankings across different methods, indicating their importance. Features FCVC, Gen-

der, MTRANS, CALC, and Height become significantly more important in the 7-class 

dataset compared to the dataset with 3 classes, while TUE, FAF, and FAVC lose rele-

vance. Features SMOKE and CH2O consistently rank towards the bottom, suggesting 

that they have a minimal direct impact, regardless of the dataset. RF consistently out-

performs LR. For the 3-class dataset, the highest accuracy of 96.7% is achieved using 

the ReliefF method with RF and 8 features. In the case of the 7-class dataset, RF 

achieves the highest accuracy of 94% using 8 features with InfoGain or Chi-squared 

rankings. 

In a 3-class dataset, the InfoGain and Chi-squared feature selection methods demon-

strate a trend of increasing accuracy as more features are added, with the best results 

achieved at 12 features. However, the ReliefF method exhibits a different pattern: clas-

sifiers reach their peak performance with just 8 features. Adding more features beyond 

this point does not improve performance, suggesting that a more streamlined feature 

subset may be more effective for model optimization. In contrast, in a 7-class dataset, 
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the patterns shift. When using InfoGain and Chi-squared for feature selection, classifi-

ers achieve the highest accuracy with 8 attributes. However, classifiers built using Re-

liefF continue to improve as more features are added, peaking at 12 features. 

This variation highlights how the performance of feature selection methods is influ-

enced by the number of classes in the dataset. While InfoGain and Chi-squared methods 

show optimal performance at 12 features in a 3-class dataset, they perform best with 8 

features in a 7-class dataset. Conversely, ReliefF, which peaks at 8 features in a 3-class 

dataset, reaches its highest accuracy with 12 features in a 7-class dataset. These results 

show that both the choice of feature selection method and the optimal number of fea-

tures are closely tied to the dataset's class structure. 

The study [7] presents relevant findings for comparison with our work. 

Table 8. Comparison with study in [7] 

ML algorithm Research Accuracy Precision Recall 

LR 
Our study 96,6% 96,6% 96,6% 

[7] 97,09% 97% 97% 

RF 
Our study 96,7% 96,7% 96,7% 

[7] 72,3% 57% 72% 

 

The authors of [7] worked with a dataset comprising 1100 entries and 28 features to 

classify obesity into 3 classes: low, medium, or high. They employed ML algorithms 

KNN, SVM, LR, Naïve Bayes, RF, Decision Tree, Ada Boosting, MLP, and Gradient 

Boosting. Comparing overall performance, their study achieved a slightly higher Ac-

curacy rate of 97,09% employing LR and PCA. In contrast, our study involves a larger 

dataset with 1984 entries and 16 features. We used feature selection methods instead of 

PCA. These methods focus on selecting a subset of features based on their relevance, 

whereas PCA transforms the entire set of features into new variables. Comparing algo-

rithm performance, the authors of [7] achieved better results using LR. Our work 

demonstrated significantly better performance with RF, particularly in terms of Accu-

racy and Precision. Notably, we incorporated Balanced Accuracy as an evaluation met-

ric, and our study achieved a rate of 97,6% using RF and 8 features selected with Re-

liefF. 

5.1 Potential Limitations 

Despite our thorough analysis, there are several potential limitations to this research 

that should be acknowledged. One concern is the specificity of the dataset, as the find-

ings may not generalize well to other datasets with different characteristics. We did not 

include validation using datasets from other sources, which would demonstrate the gen-

eralizability and robustness of the results beyond the dataset used in this study. Further-

more, the focus on the effectiveness of Chi-squared, InfoGain, and ReliefF for feature 

selection, without including results from models that do not use these methods, may 

limit understanding of the full impact of feature selection on model performance. The 
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study could also benefit from the inclusion of additional feature selection methods and 

machine learning models, which we plan to explore in future research. 

6 Conclusion 

Our study demonstrated that feature selection methods can effectively reduce the num-

ber of model features while maintaining comparable performance in classification mod-

els, especially in the context of obesity prediction. Through experimentation in Weka, 

we have identified several key features, including Weight, Age, FCVC, CAEC, and 

Family_history. Notable findings highlight the superiority of RF over LR and the best 

model built with RF having an Accuracy rate of 96,7%. The transition from a 3-class 

to a 7-class dataset emphasizes the increased significance of the feature selection 

method for the Accuracy metric. InfoGain and Chi-square methods maintain consistent 

and reliable feature rankings and groupings, showcasing their suitability for this pur-

pose. ReliefF exhibited variability in feature rankings compared to InfoGain and Chi-

squared, contributing to noticeable improvements in model performance as the number 

of selected features increased. This variability highlights ReliefF's efficacy in identify-

ing relevant features that contribute to enhancing model accuracy and robustness. Ef-

fective feature selection greatly enhances model performance overall.  

In the future, our research aims to expand into data preprocessing techniques to 

enhance input data quality, address class imbalance issues, and incorporate additional 

feature selection methods. We will continue to refine our models and explore their ap-

plicability to more extensive datasets. Additionally, some more advanced tools could 

be utilized for creating and testing models, which would allow for further analysis on 

how these tools could enhance the results and insights of the study. 
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