Maclaurin symmetric mean aggregation operators based on novel Frank T-norm and T-conorm for intuitionistic fuzzy multiple attribute group decision-making
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Abstract Multi-attribute group decision-making (MAGDM) is an interesting technique to find the most optimal alternative among comparative alternatives. Several authors put forward to MAGDM by introducing different fuzzy frameworks and also different tools to deal with fuzzy information. Intuitionistic fuzzy set (IFS) is the fuzzy framework that deals with the uncertainty in MAGDM. Due to their flexibility and generality, Frank t-norm (FTNM) and t-conorm (FTCNM) play an essential role in information fusion. Moreover, as the generalization of some mean operators, the Maclaurin symmetric mean (MSM) operator considers the relationship between multi-criteria arguments, especially in MAGDM. This article aims to develop some MSM aggregation operators (AOs) for the intuitionistic fuzzy set (IFS) based on FTNM and FTCNM and to apply newly developed AOs in the MAGDM. To utilize the MAGDM algorithm, first, we defined the MSM by using the FTNM and FTCNM in the environment of IFS. Then we proposed intuitionistic fuzzy (IF) Frank MSM (IFFMSM) and IF Frank weighted MSM (IFFWMSM) operators. Then, the fundamental properties of these AOs are stated and proved.
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1. Introduction

The MAGDM helps to choose an optimal alternative from the provided list considering some attributes. The MAGDM is more reliable than the multi-attribute decision-making (MADM) because, in MAGDM, the result is cumulatively based on experts’ opinions. In contrast, in the MADM, the result is based on the opinion of only one expert. Hence the MAGDM is considered a more effective and efficient technique in decision-making. The MAGDM has been applied in the areas of energy [2,17,31], business [19,36], medical science [1,12,26], etc. Moreover, due to the complexity and ambiguity of the information, the result obtained by decision-making may not be expressed with proper mathematical modeling, especially in the case of human opinion. To cope with the fuzziness and complexity of information, [43] introduced an exciting idea of the fuzzy set (FS), where he described an object as a member of phenomena. Frank’s family of operational laws [30] are very flexible and reliable due to the involvement of parameters and are widely applied in MAGDM by researchers as in [44,45] due to their flexibility. Moreover, due to the complexity and ambiguity of the information, the result obtained by decision-making may not be expressed with proper mathematical modeling, especially in the case of human opinion. To cope with the fuzziness and complexity of information, [43] introduced an exciting idea of the fuzzy set (FS), where he described an object as a member of phenomena or set in the form of a membership grade (MG) by taking the values of this MG from [0, 1]. After the introduction of FSs, a new direction was set for mathematicians by [9] to express the ambiguity in uncertain information. [9] thought to generalize the idea of FS by adding grades to show the non-membership of an object to a phenomenon or simply a set called the non-membership grade (NG). Consequently, [9] proposed the idea of intuitionistic FS (IFS) with the NG. The framework of the IFS covered the complexity and the vagueness of the information more accurately than the FS. Consequently, scholars applied the IFS to cope with the problems due to the complexity and ambiguity of the information. For example, AOs based on IFS [3], complex intuitionistic fuzzy (CIF) classes [5], IFS in graph theory [8], IFS in group theory [4], IFS in distance measure [10], IFS in pattern recognition [11], etc., are some developments in various fields depending upon the IFS.

In the MAGDM, the role of AOs is very significant because the AOs aggregate the information comprehensively [16]. Depending on the AOs, many advantageous methods to aggregate the information have been developed. For example, the authors [27,20,46] introduced some important AOs. Unlike traditional AOs, these methods comprehensively aggregate the information of alternatives. In MADM and MAGDM, the AOs have been becoming the most attractive topic to research for a few years due to their vast applicability. For example, AOs developed by the authors [13], AOs by [15], and [14] in the different fuzzy frameworks are some AOs developed in the past few years. Some techniques to deal with the MAGDM can be found in [22–25].

The AOs mentioned above aggregate multiple numbers into a single number. MSM operators defined by Recently, a few researchers have developed various types of AOs that aggregate multiple numbers depending on the different attributes by considering their relationship between them. For example, AOs developed by [41,42,35,39] are some AOs to aggregate fuzzy information considering the relationship between attributes. For interval-valued IFS [25] introduced power MSM AOs which aggregates information in the form of the intervals. The limitation of these AOs is that they are based on the traditional operational laws. In addition, some researchers have applied various operational laws to acquire better and flexible results than the aforementioned AOs. For example, t-norm (TNM) and t-conorm (TCNM) are used in power AOs by [6,33] used Dombi TNM, and TCNM, [18] used the Hamacher TNM and TCNM, [38,47] used Einstein TNM and TCNM, and [44,45] used FTNM, and FTCNM and so on.

IFS has become a popular framework among researchers to deal with the ambiguity and uncertainty in information. The main points of the motivations for preparing this article are given as;

1. Frank’s family of operational laws [30] are very flexible and reliable due to the involvement of parameters and are widely applied in MAGDM by researchers as in [44,45] due to their flexibility.
2. IFS is the framework to handle the fuzziness and ambiguity in information by describing an object by two grades, MG and NMG, as mentioned above; consequently, IFS has provided better results than the crisp set and FS while used in MAGDM in various fields.
3. MSM is the operator that contributes to decision-making by aggregating the information of alternatives and considering their relationship. MSM has also been an exciting tool to aggregate the data and provide better results because it deals with the attributes by considering their inter-relationship.
4. The existing MSM operators for IFS based on the traditional operational laws. In this study we develop MSM operators based on the flexible operational laws i.e., FTNM and FTCNM.

There are five sections in this article. Section 2 states the fundamental concepts for a better understanding of the article. Then in Section 3, the newly proposed IFFMSM AOs are developed, and their properties are stated and proved. In Section 4, the IFFWMSM operator is designed, and its basic properties are stated. Section 5 consists of the application of the proposed AOs with the help of an example. In Section 5, for the significance of our proposed work, we have also compared it with existing AOs. Finally, Section 6 concludes our detailed discussion.

2. Preliminaries

In this section, we elaborate on some fundamental concepts of IFS, MSM, FTN, and FTCNM to better understand this article.
Definition 1. [9] Let $\tilde{Y}$ be the universal set. Then an IFS $\tilde{A}$ is defined as,

$$\tilde{A} = \{ (q, \kappa_q(q), h_q(q)) | q \in \tilde{Y} \}$$

Where $\kappa_A : \tilde{Y} \rightarrow [0,1], h_A : \tilde{Y} \rightarrow [0,1]$ are the MG and NG, respectively, with $\kappa_A + h_A \in [0,1]$. The hesitancy degree is determined by $1 - \kappa_A - h_A$.

Definition 2. [9] Assume $\mathcal{H} = (\kappa_A, h_A)$ be an IFV. The score function of $\mathcal{H}$ is defined as follows,

$$\text{Sc}(\mathcal{H}) = \kappa_A - h_A$$

Where $\text{Sc}(\mathcal{H}) \in [-1,1]$. Smaller the $\text{Sc}(\mathcal{H})$ is the smaller the IFV $\mathcal{H}$ is.

It was found that some IFVs could not be ranked with the help of the score function defined above. [17] gave the idea of the grade of accuracy (GA), which is described below.

Definition 3. Assume $\mathcal{H} = (\kappa_A, h_A)$ be an IFV. The GA of $\mathcal{H}$ is defined as the following,

$$GA(\mathcal{H}) = \kappa_A + h_A$$

$$GA(\mathcal{H}) \in [0,1]$$

Definition 4. [30] The Frank TNM and TCNM are mappings such that $[0,1]^2 \rightarrow [0,1]$ given below;

$$T_F(r,s) = \log_r \left( 1 + \frac{(N^r - 1)(N^s - 1)}{N - 1} \right), r,s \in [0,1], N > 1$$

$$S_F(r,s) = 1 - \log_s \left( 1 + \frac{(N^{1-r} - 1)(N^{1-s} - 1)}{N - 1} \right), r,s \in [0,1], N > 1$$

Definition 5. Assume $\mathcal{H}_1 = (\kappa_{A1}, h_{A1}), \mathcal{H}_2 = (\kappa_{A2}, h_{A2})$ and $\mathcal{H} = (\kappa_A, h_A)$ be three IFVs and $n > 0$, the operations of IFVs based on Frank TNM and TCNM are defined as follows,

$$\mathcal{H}_1 \circ_T \mathcal{H}_2 = \left( 1 - \log_s \left( 1 + \frac{((\kappa_{A1})^{r-s})((\kappa_{A2})^{1-s})}{N - 1} \right) \right)^{1/w},$$

$$\text{Log}_r \left( 1 + \frac{((\kappa_{A1})^{r-s})((\kappa_{A2})^{1-s})}{N - 1} \right)$$

$$\mathcal{H}_1 \circ_T \mathcal{H}_2 = \left( 1 - \log_s \left( 1 + \frac{((\kappa_{A1})^{r-s})((\kappa_{A2})^{1-s})}{N - 1} \right) \right)^{1/w},$$

$$\log_s \left( 1 + \frac{((\kappa_{A1})^{r-s})((\kappa_{A2})^{1-s})}{N - 1} \right)$$

$$n.\mathcal{H} = \left( 1 - \log_s \left( 1 + \frac{((\kappa_{A1})^{r-s})((\kappa_{A2})^{1-s})}{N - 1} \right) \right)^{1/w},$$

$$\text{Log}_r \left( 1 + \frac{((\kappa_{A1})^{r-s})((\kappa_{A2})^{1-s})}{N - 1} \right)$$

Definition 6. [28] Assume $\mathcal{H}_m(m = 1, 2, 3, \ldots, n)$ be the collection of positive real numbers. Then the MSM operator can be given as follows,

$$\text{MSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \ldots, \mathcal{H}_n) = \left( \log_n \left( \prod_{i=1}^{n} \mathcal{H}_m \right) \right)^{1/w}$$

$$= \left( \sum_{1 \leq m_1 < m_2 < \cdots < m_w \leq n} \text{C}_w^{m_w} \prod_{i=1}^{w} \mathcal{H}_m \right)^{1/w}$$

Where, $\text{C}_w^{m_w}$ is the binomial coefficient, $1 \leq m_1 < m_2 < \cdots < m_w \leq n$ represents $w$-tuple combination of the positive real numbers.

3. Frank Maclaurin symmetric mean operator for IFVs

This section consists of the development of the IFFMSM operator and, which is based on the Frank operations on IFVs. In this section, we also study some desirable properties of IFMSM operator.

Definition 7. Let $\mathcal{H}(i = 1, 2, 3, \ldots, n)$ be the collection of the IFVs, $w = 1, 2, 3, \ldots, n$. Then IFFMSM: $\mathcal{Y}n \rightarrow \mathcal{Y}$ an operator is defined as,

$$\text{IFFMSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \ldots, \mathcal{H}_n)$$

$$= \left( \log_n \left( \prod_{1 \leq i_1 < i_2 < \cdots < i_w \leq n} \mathcal{H}_{i_1}^w \right) \right)^{1/w}$$

Where, $\text{C}_w^{m_w}$ is the binomial coefficient, $1 \leq i_1 < i_2 < \cdots < i_w \leq n$ represents $w$-tuple combination of the IFVs.

Based on the Frank operations defined above, we can prove some fundamental properties of the IFFMSM operator. In Theorem 1, we demonstrate the aggregated value obtained by IFFMSM is again an IFV.

Theorem 1. Let $\mathcal{H}_i = (\kappa_i, h_i)(i = 1, 2, 3, \ldots, n)$ be the collection of IFVs and $w = 1, 2, 3, \ldots, n$. Then an IFV is obtained as aggregated value by the IFFMSM operator and.

Which is an IFV. Hence the proof is completed.
Which is an IFV. Now, we calculate $\mathcal{I}_1 \otimes_p \mathcal{H}_j$ first, as follows,

$$\mathcal{I}_1 \otimes_p \mathcal{H}_j = \left( \log \left( 1 + \left( \prod_{j=1}^{R} \left( R^{k_i} - 1 \right) (R - 1)^{1-n} \right) \right), 1 - \log \left( 1 + \left( \prod_{j=1}^{R} (R^{k_i} - 1) (R - 1)^{1-n} \right) \right) \right)$$

Which is an IFV. Now, we calculate $\otimes p \mathcal{H}_j$ as follows,

$$\otimes p \mathcal{H}_j = \left( \prod_{1 \leq j < 1}^{n} \left( \prod_{1 \leq j < n} \left( 1 - \log \left( 1 + \prod_{j=1}^{R} (1 - \left( \frac{R^{k_i}}{R - 1} \right)^{1-n} ) \right) \right) \right) \right) \left( \prod_{1 \leq j < n} \left( 1 - \log \left( 1 + \prod_{j=1}^{R} (1 - \left( \frac{R^{k_i}}{R - 1} \right)^{1-n} ) \right) \right) \right)$$

$\otimes p \mathcal{H}_j$ is also clearly an IFV. Now, we calculate $\left( \frac{\otimes p \mathcal{H}_j}{\mathcal{I}_1} \right)^{1/w}$ as follows,

$$\left( \frac{\otimes p \mathcal{H}_j}{\mathcal{I}_1} \right)^{1/w} = \left( \prod_{1 \leq j < n} \left( \prod_{1 \leq j < n} \left( 1 - \log \left( 1 + \prod_{j=1}^{R} (1 - \left( \frac{R^{k_i}}{R - 1} \right)^{1-n} ) \right) \right) \right) \right) \left( \prod_{1 \leq j < n} \left( 1 - \log \left( 1 + \prod_{j=1}^{R} (1 - \left( \frac{R^{k_i}}{R - 1} \right)^{1-n} ) \right) \right) \right)$$
Theorem 2. (Idempotency): Let \( \mathcal{H}_i = (\mathcal{H}_i, h_i) (i = 1, 2, 3, \cdots, n) \) be the collection of IFVs, and if \( \mathcal{H}_i = (\mathcal{H}_i, h_i) = \mathcal{H} = (\mathcal{H}, h) \forall (i = 1, 2, 3, \cdots, n) \). Then \( \text{IFFMSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \cdots, \mathcal{H}_n) = \mathcal{H} \) is called the idempotent.

\[
\text{IFFMSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \cdots, \mathcal{H}_n) = \begin{pmatrix}
\frac{1}{2} \left( \log_\alpha \left( \frac{1}{n} \sum_{i=1}^{n} \log_{\alpha} \left( \left( \frac{1}{n} \sum_{j=1}^{n} x_{ij}^{a} \right)^{h_{ij}} \right) \right) \right) + \frac{1}{2}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\frac{1}{2} \left( \log_\alpha \left( \frac{1}{n} \sum_{i=1}^{n} \log_{\alpha} \left( \left( \frac{1}{n} \sum_{j=1}^{n} x_{ij}^{a} \right)^{h_{ij}} \right) \right) \right) + \frac{1}{2}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\frac{1}{2} \left( \log_\alpha \left( \frac{1}{n} \sum_{i=1}^{n} \log_{\alpha} \left( \left( \frac{1}{n} \sum_{j=1}^{n} x_{ij}^{a} \right)^{h_{ij}} \right) \right) \right) + \frac{1}{2}
\end{pmatrix}
\]

Proof: As \( \mathcal{H}_i = (\mathcal{H}_i, h_i) = \mathcal{H} \forall (i = 1, 2, 3, \cdots, n) \), by the Theorem 1, we have.

\[
\text{Log}_\alpha \left( \frac{1}{n} \sum_{i=1}^{n} \log_{\alpha} \left( \left( \frac{1}{n} \sum_{j=1}^{n} x_{ij}^{a} \right)^{h_{ij}} \right) \right) = \left( \log_\alpha \left( \frac{1}{n^{n-1}} \right) \right) = (N - 1)^{\frac{1}{n}}.
\]

Hence the proof is completed.
if $\mathcal{H}_i \geq \mathcal{H}_i^0$ for all $(i = 1, 2, 3, \ldots, n)$. Then
$IFFMSM(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \ldots, \mathcal{H}_n) \geq IFFMSM(\mathcal{H}_1^0, \mathcal{H}_2^0, \mathcal{H}_3^0, \ldots, \mathcal{H}_n^0)$.

**Proof:** As stated that $\mathcal{H}_i \geq \mathcal{H}_i^0$, so, for IFVs $x_i \geq x_i^0$ and
$h_i \leq h_i^0$. We can write.

$$Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{x_j} - 1) \right)(N - 1)^{1-n} \right)$$

$$\geq Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{x_j^0} - 1) \right)(N - 1)^{1-n} \right)$$

And.

$$1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{1-h_j} - 1) \right)(N - 1)^{1-n} \right)$$

$$\leq 1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{1-h_j^0} - 1) \right)(N - 1)^{1-n} \right)$$

Further, we have.

$$1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{x_j} - 1) \right)(N - 1)^{1-n} \right)$$

$$\leq 1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{x_j^0} - 1) \right)(N - 1)^{1-n} \right)$$

$$1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{1-h_j} - 1) \right)(N - 1)^{1-n} \right)$$

$$\leq 1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{1-h_j^0} - 1) \right)(N - 1)^{1-n} \right)$$

Then we have.

$$Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{x_j} - 1) \right)(N - 1)^{1-n} \right)$$

$$\geq Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{x_j^0} - 1) \right)(N - 1)^{1-n} \right)$$

$$1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{1-h_j} - 1) \right)(N - 1)^{1-n} \right)$$

$$\leq 1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{1-h_j^0} - 1) \right)(N - 1)^{1-n} \right)$$

And.

$$Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{x_j} - 1) \right)(N - 1)^{1-n} \right)$$

$$\leq Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{x_j^0} - 1) \right)(N - 1)^{1-n} \right)$$

$$1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{1-h_j} - 1) \right)(N - 1)^{1-n} \right)$$

$$\leq 1 - Log_b \left( 1 + \left( \prod_{j=1}^{n} (N^{1-h_j^0} - 1) \right)(N - 1)^{1-n} \right)$$

Then we have.
Example 1. Consider $\mathcal{H}_1 = \{0.1, 0.2\}$, $\mathcal{H}_2 = \{0.4, 0.5\}$, and $\mathcal{H}_3 = \{0.3, 0.5\}$ are three IFVs. Here, $\mathcal{H}^- = \{0.1\}$ and $\mathcal{H}^+ = \{0.5\}$. Hence, $\mathcal{H}^- = \{0.1, 0.5\}$ and similarly $\mathcal{H}^+ = \{0.4, 0.2\}$. Now, we aggregate these values by proposed operators as follows.

$\text{IFFMSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3) = \{0.4, 0.3\}$

Hence, cleared from Example 1 the IFFMSM operator is monotonic. It is important to note that the monotonicity cannot be proved for the score values of provided IFVs.

4. Intuitionistic fuzzy frank weighted maclaurin symmetric mean operator

The operator proposed in Section 3 aggregates the attributes collectively. However, it cannot consider the self-importance of various aggregated attributes. Therefore, we IFFWMSM operator to overcome this problem. Note that we will use $B$ for the provided weight vector where $B = \{\delta_i\}, i = 1, 2, \cdots, n$ and $\sum_{i=1}^{n} \delta_i = 1$ in the further discussion unless otherwise stated.

Definition 8. Let $\mathcal{H}(i = 1, 2, 3, \cdots, n)$ be the collection of the IFVs, $w = 1, 2, 3, \cdots, n$ and $B$ be the weight vector. Then IFFMSM: $\tilde{Y} \rightarrow \tilde{Y}$ the operator is defined as,

$$\text{IFFMSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \cdots, \mathcal{H}_n) = \left( \frac{\sum_{i=1}^{w} \binom{w}{\delta_i} \mathcal{H}_i}{\sum_{i=1}^{w} \binom{w}{\delta_i} \mathcal{H}_i} \right)^{1/w} \quad (6)$$

Where, $C_w^n$ is the binomial coefficient, $1 \leq i_1 < i_2 < \cdots < i_w \leq n$ represent $w$-tuple combination of the IFVs.
Based on the Frank operations defined in Eqn. (3), we can prove some fundamental properties of the IFFWMSM operator. In Theorem 1, we demonstrate the aggregated value obtained by IFFWMSM operator is an IFV.

**Theorem 5.** Let \( \mathcal{H}_i = (\mu_i, \xi_i) (i = 1, 2, 3, \ldots, n) \) be the collection of IFVs and \( w = 1, 2, 3, \ldots, n \). Then the value obtained as aggregated value by the IFFWMSM operator is also an IFV which is given as follows.

\[
\text{IFFWMSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \ldots, \mathcal{H}_n) = \begin{cases} 
\log_R \left( 1 + \prod_{i=1}^{n} \left( \frac{1 - \log_R \left( 1 + \prod_{j=1}^{w} \left( \log_R \left( 1 + \frac{\log \left( \sum_{i=1}^{w} \left( \mu_{i,j}^{n} \xi_{i,j}^{n} \right) \right)}{(n-1)^{n-1}} - 1 \right) \left( 1 - \mu_{i,j}^{n} \right) \right) \right)}{(n-1)^{n-1}} \right) - 1 \right) (n-1)^{1-w} \end{cases}
\]

Where to avoid the length of the equations we assumed.

\[
\delta \equiv 1 - \log_R \left( 1 + \prod_{1 \leq i < j < k \leq n} \left( 1 - \log_R \left( 1 + \prod_{l=1}^{n} \left( \log_R \left( 1 + \frac{\log \left( \sum_{i=1}^{w} \left( \mu_{i,j}^{n} \xi_{i,j}^{n} \right) \right)}{(n-1)^{n-1}} - 1 \right) \left( 1 - \mu_{i,j}^{n} \right) \right) \right) \right) \right) - 1 \right) (n-1)^{1-w}
\]

And.

\[
\varphi \equiv \log_R \left( 1 + \prod_{1 \leq i < j < k \leq n} \left( 1 - \log_R \left( 1 + \prod_{l=1}^{n} \left( \log_R \left( 1 + \frac{\log \left( \sum_{i=1}^{w} \left( \mu_{i,j}^{n} \xi_{i,j}^{n} \right) \right)}{(n-1)^{n-1}} - 1 \right) \left( 1 - \mu_{i,j}^{n} \right) \right) \right) \right) \right) - 1 \right) (n-1)^{1-w}
\]

**Proof:** To prove this theorem, we calculate \( \bigotimes_{j=1}^{w} \delta_{j} \mathcal{H}_{j} \) first, as follows.

\[
\bigotimes_{j=1}^{w} \delta_{j} \mathcal{H}_{j} = \left( \log_R \left( 1 + \prod_{i=1}^{n} \left( \log \left( \sum_{i=1}^{w} \left( \mu_{i,j}^{n} \xi_{i,j}^{n} \right) \right) - 1 \right) \left( 1 - \mu_{i,j}^{n} \right) \left( (n-1)^{n-1} - 1 \right) \right) \right) - 1 \right) (n-1)^{1-w}
\]
Which is an IFV. Now, we calculate \( \bigoplus_{i_j}^{\infty} \bigoplus_{i_j=1}^{\infty} \delta_{j} \mathcal{A}_{i_j} \) as follows,

\[
\left( 1 - \log_{R} \left( 1 + \prod_{1 \leq i \leq c_{1} < c_{2} < \cdots < c_{k} \leq n} \left( 1 - \log_{R} \left( 1 + \prod_{i=1}^{\infty} \left( 1 - \left( \left( 1 - \frac{a_{i}}{c_{i} - 1} \right) \frac{1 - \frac{a_{i}}{c_{i} - 1}}{(c_{i} - 1)^{-1}}^{-1} \right) + \left( 1 - \frac{1 - \frac{a_{i}}{c_{i} - 1}}{(c_{i} - 1)^{-1}} \right) \right) \right) \right) \right) \right) - 1 \right) \left( (R - 1)^{-1} \right)
\]

To avoid the extra length of the equations we let,

\[
\xi = 1 - \log_{R} \left( 1 + \prod_{1 \leq i \leq c_{1} < c_{2} < \cdots < c_{k} \leq n} \left( 1 - \log_{R} \left( 1 + \prod_{i=1}^{\infty} \left( 1 - \left( \left( 1 - \frac{a_{i}}{c_{i} - 1} \right) \frac{1 - \frac{a_{i}}{c_{i} - 1}}{(c_{i} - 1)^{-1}}^{-1} \right) + \left( 1 - \frac{1 - \frac{a_{i}}{c_{i} - 1}}{(c_{i} - 1)^{-1}} \right) \right) \right) \right) \right) \right) - 1 \right) \left( (R - 1)^{-1} \right)
\]

And,

\[
\varphi = \log_{R} \left( 1 + \prod_{1 \leq i \leq c_{1} < c_{2} < \cdots < c_{k} \leq n} \left( 1 - \log_{R} \left( 1 + \prod_{i=1}^{\infty} \left( 1 - \left( \left( 1 - \frac{a_{i}}{c_{i} - 1} \right) \frac{1 - \frac{a_{i}}{c_{i} - 1}}{(c_{i} - 1)^{-1}}^{-1} \right) + \left( 1 - \frac{1 - \frac{a_{i}}{c_{i} - 1}}{(c_{i} - 1)^{-1}} \right) \right) \right) \right) \right) \right) - 1 \right) \left( (R - 1)^{-1} \right)
\]

Further we have,

\[
\left( \bigoplus_{i=1}^{w} \bigoplus_{i_j=1}^{\infty} \delta_{j} \mathcal{A}_{i_j} \right)^{\frac{1}{w}} = \log_{R} \left( 1 + \frac{\left( 1 + \frac{(R - 1)^{w}}{(R - 1)^{w}} \right)^{\frac{1}{w}}}{\left( 1 + \frac{(R - 1)^{w}}{(R - 1)^{w}} \right)^{\frac{1}{w}}} \right)
\]

Finally,

\[
\left( \bigoplus_{i=1}^{w} \bigoplus_{i_j=1}^{\infty} \delta_{j} \mathcal{A}_{i_j} \right)^{\frac{1}{w}} = \log_{R} \left( 1 + \frac{\left( 1 - \log_{R} \left( 1 + \prod_{i=1}^{\infty} \left( 1 - \left( \left( 1 - \frac{a_{i}}{c_{i} - 1} \right) \frac{1 - \frac{a_{i}}{c_{i} - 1}}{(c_{i} - 1)^{-1}}^{-1} \right) + \left( 1 - \frac{1 - \frac{a_{i}}{c_{i} - 1}}{(c_{i} - 1)^{-1}} \right) \right) \right) \right) \right) \right) - 1 \right) \left( (R - 1)^{-1} \right)
\]
Theorem 7. (Monotonicity): Let \( \mathcal{H}_i = (x_i, h_i)(i = 1, 2, 3, \cdots, n) \) be the collection of IFVs, and if \( \mathcal{H}_i = (x_i, h_i) = \mathcal{H}(i = 1, 2, 3, \cdots, n) \).

IFFWMSM(\( \mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \cdots, \mathcal{H}_n \)) = \( \mathcal{H} \) is called the idempotency.

Proof: As \( \mathcal{H}_i = (x_i, h_i) = \mathcal{H}(i = 1, 2, 3, \cdots, n) \). Then we have:

\[
\sum_{j=1}^{\infty} \delta_h \mathcal{H}_j(x, h) = \left( \log_\alpha \left( 1 + \prod_{i=1}^{\infty} \left( \alpha^{1-h_i} \left( \frac{1}{\alpha^{1-h_i}} - 1 \right) \right)^{(a-1)^{-1}} \right) \right) = (x, h)
\]

Further,

\[
\left( \bigcap_{i=1}^{\infty} \delta_h \mathcal{H}_i \right)^\wedge = (x, h)
\]

Hence, proof is completed.

Finally,

\[
\left( \bigcap_{i=1}^{\infty} \delta_h \mathcal{H}_i \right)^\wedge = (x, h)
\]

Hence, proof is completed.

Theorem 8. (Boundedness): Let \( \mathcal{H}_i = (x_i, h_i)(i = 1, 2, 3, \cdots, n) \) be the collections of IFVs, if \( \mathcal{H}^- = \min(\{H_i\}), \mathcal{H}^+ = \max(\{H_i\}) \).

Then,

\( \mathcal{H}^- \leq \text{IFFWMSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \cdots, \mathcal{H}_n) \leq \mathcal{H}^+ \)

Proof: Since \( h^+ = \max(h_i) \). Therefore, we can write \( x^- \leq x_i \leq x^+, h^- \leq h_i \leq h^+ \) for all \( i = 1, 2, 3, \cdots, n \). Therefore, by the Theorem 6 and 7, we can write.

\( \mathcal{H}^- \leq \text{IFFWMSM}(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \cdots, \mathcal{H}_n) \leq \mathcal{H}^+ \)

Hence the proof is completed.

5. Application of proposed approach in MAGDM

This section involves the methodology to apply the proposed IFFWMSM operator to the decision-making problems having the fuzzy information in the form of IFVs. An example has also been provided in this section to discuss the application in the field of risk management for the construction industry. In the last of this section, the proposed IFFWMSM operator
is compared with the existing AOs for significance of the proposed AOs. Consider the list of $n$ alternatives $Z = \{z_1, z_2, \cdots, z_n\}$ from which anyone alternative has to be selected based on $m$ attributes $B = \{\beta_1, \beta_2, \cdots, \beta_m\}$ having the weights from $\Psi = \{\psi_1, \psi_2, \cdots, \psi_m\}$ with $\sum_{i=1}^{m} \psi_i = 1$. Let $K = \{k_1, k_2, \cdots, k_j\}$ be the weights of $j$ experts and $T^* = [r^*_{ij}]_{m \times n}$ be the decision matrix where $r^*_{ij} = (x^*_{ij}, t^*_{ij})$ be the IF information provided by the decision expert $i$ in the form of IFVs.

Based on the developed IFFWMSM operator the, the decision-making process is detailed below.

**Step 1** Normalize the given IF information.

There are two types of attributes in general, i.e., benefit and cost. The impact of different attributes must be same before their aggregation. To do so, we change the cost type attribute in the benefit type. The normalization of the data is given below.

$$(T^*)' = \begin{cases} (x^*_{ij}, t^*_{ij}) & \text{for benefit attribute} \\ (t^*_{ij}, x^*_{ij}) & \text{for cost attribute} \end{cases}$$

**Step 2** Aggregate the IF information with the help of the proposed IFFWMSM operator (given in Eq. (6)) to obtain the individual preferences values from the decision matrices provided.

**Step 3** Apply the IFFMSM operator (given in Eq. (5)) to obtain the collective preference values.

**Step 4** Calculate the score values with the help of Eq. (1) of the obtained collective preferences values.

**Step 5** Rank the alternatives.

Now, we apply our proposed study to the real-life problem. The construction industry faces many risks that are affected by its growth. Some of the major examples are political instability, poor economic policies, poor trade policy, unforeseen immediate, and so on. The major problem is that there is no measurement tool to measure the effects of these factors; hence we cannot assess the major factor so that we can take steps to reduce the effects of that factor. Furthermore, every factor can be based on some attributes. Hence, we apply the proposed IFFWMSM operator to evaluate which factor is needed to be addressed on priority by considering and solving a MAGDM problem as in Example 2 in the following.

**Example 2.** The construction industry is the backbone of the economy of any country. The well-developed countries have good construction industry because they focus on it and make policies for its improvement. However, the construction industry depends upon some attributes, and there also are some risk factors for it. In this example, we consider the problem of the risk management where some of the risk factors have to be examined and one of the most noticeable factors of these factors has to be determined.

Assume that $1 \leq \vartheta_i \leq 4$ are considered risk factors, i.e., poor economic policies, political instability, poor trade policy, and unforeseen immediate for any construction industry after the initial screening based on some attributes $1 \leq \vartheta_i \leq 4$ having weights $(0.2, 0.3, 0.25, 0.25)$. Consider there are three experts that are evaluating the risk factors based on above-mentioned attributes. The weights of the attributes are $(0.24, 0.59, 0.17)$. The experts assign the values to each alternative in the form of the IFV corresponding to each attribute. The values assigned to each alternative from the decision experts in the form of the IFVs has been tabulated in Table 1, Table 2, and Table 3 as follows.

**Step 1:** In the above information, all the attributes are of the same type. Hence, we do not need the normalization because none of the attributes is the cost attribute.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Decision matrix D1 provided by expert 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vartheta_1$</td>
<td>$x_1$</td>
</tr>
<tr>
<td>----------</td>
<td>------</td>
</tr>
<tr>
<td>$\vartheta_1$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\vartheta_2$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\vartheta_3$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\vartheta_4$</td>
<td>0.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Decision matrix D2 provided by expert 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vartheta_1$</td>
<td>$x_1$</td>
</tr>
<tr>
<td>----------</td>
<td>------</td>
</tr>
<tr>
<td>$\vartheta_1$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\vartheta_2$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\vartheta_3$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\vartheta_4$</td>
<td>0.4</td>
</tr>
</tbody>
</table>
Step 2: We apply the IFFWMSM operator to aggregate all the individual values of attributes given in Tables 1-3. The obtained collective preference values, which are given in Table 4 as follows,

Step 3: Then, we aggregate the obtained collective preference values obtained in Table 4 by using IFFMSM operator obtain the individual preference values and the results are given in Table 5,

Step 4: We evaluate the ranking order of the alternatives with the help of the score function. The ranking orders of the risk factors are given in Table 6, as follows,

As we obtain $sc(\vartheta_1) > sc(\vartheta_2) > sc(\vartheta_3) > sc(\vartheta_4)$, hence $\vartheta_1 > \vartheta_2 > \vartheta_3 > \vartheta_4$, which means that $\vartheta_1$ is the most appropriate alternative. This means that the factor (poor economic policies) is a major risk to the construction industry.

5.1. Sensitivity analysis

The important characteristic of the FTNM and FTCNM is that these operations are very flexible due to the involvement of the parameter $\eta$. But the results may vary with the value of this parameter when we change its value. In the following, we have observed the variations of the results in Table 7.

We have examined the results obtained by our proposed IFFWMSM and IFFMSM operators by varying the values of $\eta$. We vary the value of $\eta$ from 2 to 50. The interesting results are tabulated in Table 7. At all the values of $\eta$ we found the poor economic policies as the major risk factor for the construction industry. Hence, the IFFWMSM operator is stable after at all the values of $\eta \geq 2$ and the decision-maker has a choice to select the value of $\eta$ of their own choices which is the most important characteristic of the FTNM and FTCNM. We also can recommend the $\eta \geq 2$ as the best value of the parameter to obtain stable results.

The pictorial representation of the analysis tabulated in Table 7 is below in Fig. 1.

Fig. 1 shows the variation of the score values of the risk factors (alternatives) on the different values of the parameter $\eta$. On the vertical and horizontal axes, the values of $\eta$ and

<table>
<thead>
<tr>
<th>Table 3 Decision matrix D3 provided by expert 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vartheta_i$</td>
</tr>
<tr>
<td>$\eta$</td>
</tr>
<tr>
<td>0.4</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td>0.4</td>
</tr>
<tr>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4 Collective Preference Values obtained by IFFWMSM.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vartheta_i$</td>
</tr>
<tr>
<td>$\eta$</td>
</tr>
<tr>
<td>0.54</td>
</tr>
<tr>
<td>0.43</td>
</tr>
<tr>
<td>0.63</td>
</tr>
<tr>
<td>0.36</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5 Individual preferences values obtained from Table 4.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vartheta_i$</td>
</tr>
<tr>
<td>$\eta$</td>
</tr>
<tr>
<td>0.752</td>
</tr>
<tr>
<td>0.882</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6 Score values of risk factors.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta(\vartheta_i)$</td>
</tr>
<tr>
<td>0.648</td>
</tr>
</tbody>
</table>
Maclaurin symmetric mean aggregation operators based on novel Frank T-norm and T-conorm

obtained score values of risk factors are plotted respectively. It is clear from Fig. 1 that the score values of these risk factors change linearly on the different values of parameter $\zeta$. We can also observe from the graph that the ranking patterns of the risk factors remain the same throughout the graph. Hence the variation of the parameter $\zeta$ does not affect the ranking (choices) of the risk factors.

5.2. Comparison with pre-existing operators

[40] developed the geometric aggregation operator (IFG) for IFS to solve the MAGDM problem. Zhang et al. [44] studied the application of Frank operations in the framework of the IFS and then solved the MAGDM problem. Qin & Liu [32] developed some AOs for IFS based on MSM to solve the MAGDM problem. Senapati et al. [34] introduced AOs based on Aczel-Alsina TNM and TCNM (IFAAWA) for IFS. However, the proposed AOs in this study are the most reliable because they are based on the most generalized form of the mean operator i.e., MSM operator and hence they aggregate attributes by keeping their relationship preservative. Moreover, the developed model is obtained based on the Frank’s operational laws which are more flexible and generalized. Consequently, the developed model is more advantageous method to aggregate information.

The proposed approach has been compared with the pre-existing approaches mentioned above for the justification of the proposed approach. The results obtained by the proposed approach and the pre-existing approaches have been tabulated in the following in Table 8. The comparative results have been graphically represented as well in Fig. 1. Some of the key points of this comparison have been listed below.

With the help of the proposed approach IFFWMSM operator, the best alternative obtained is $\bar{\delta}_1$. Similarly, the most appropriate alternative obtained by the IFWG operator is also $\bar{\delta}_1$. The most appropriate alternative obtained by both operators in Zhang et al. [44], Xu & Yager [40] and Qin & Liu [32] is the also $\bar{\delta}_1$ which shows the significance of our proposed AOs. However, the proposed approach is the most reliable approach because it is based on the MSM. In IFFWMSM operator the information is aggregated with the help of the MSM operator by using the Frank operations where some parameters are evolved. Hence, the IFFWMSM operator is the most appropriate operator to solve the MAGDM problems due to its interesting elasticity due to the involvement of the parameter.

<table>
<thead>
<tr>
<th>Ranking of score values</th>
<th>Preference Orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\text{sc}(\bar{\delta}_1) &gt; \text{sc}(\bar{\delta}_2) &gt; \text{sc}(\bar{\delta}_3)$</td>
</tr>
<tr>
<td>3</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_3 &gt; \bar{\delta}_2$</td>
</tr>
<tr>
<td>4</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>5</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>6</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>7</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>8</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>9</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>10</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>15</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>20</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>30</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>40</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
<tr>
<td>50</td>
<td>$\bar{\delta}_1 &gt; \bar{\delta}_2 &gt; \bar{\delta}_3$</td>
</tr>
</tbody>
</table>

Fig. 1 Graph of changes in score values on different values of the parameter $\zeta$ from Table 7.
In the following, Table 8 shows the ranking order of risk factors obtained by different operators.

In Fig. 2, the score values obtained by the different aggregation operators tabulated in Table 8 are plotted. Fig. 2 shows the difference between the score values of these operators. In this figure, the score values obtained by different operators are plotted on the vertical axis. The lines in the graph shows same ranking of choices (risk factors) which shows the significance of proposed the operators.

6. Conclusion

In this manuscript, the MSM operator has been extended to the IFFSM and IFFWMSM operators for the framework of IFS based on the FTNM and FTCNM. The basic properties of these operators have been observed and proved. Then the proposed operator has been applied to a real-life problem by considering a numerical example. In the example, the risk factors for any construction industry are examined with the help of the proposed operator that has provided in the form of the IFVs. Four risk factors are discussed and scored based on the proposed research. Finally, the results obtained by the proposed approach have been compared with the pre-existing aggregation operators i.e., IFFWA, IFWG, and IFMSM operators. Some important points have been stated below.

The proposed IFFWMSM operator is based on the FTNM and FTCNM operations and due to the involved parameter it the IFFWMSM becomes flexible. With the help of the proposed research, the risk factors for the construction industry are examined. Likely, we can examine risk factors for any other industry or company we want and can make the necessary steps to accommodate those risk factors that swear for the industry in the future. In short, we can evaluate and intimate the risk factors and take precautions.

In the future, we aim to generalize the study to the framework defined in the [21 and 47], [29]. We also aim to extend the developed model for the frameworks utilized in [21] and [40].
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